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Abstract 
 

Search technique is a basic tool of data mining. A 

hierarchical search technique for point location 

based on k-d tree is introduced. Algorithms of 

building and traversing this binary data structure 

are explained. In this technique we will go over how 

to use a k-d tree for finding the k nearest 

neighbours of a specific point or location and then 

will also go over how to find all neighbours within 

some distance specified by the user. 
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1. Introduction 
 

Point location problem arise on a quite different scale 

as well. Assume that we want to implement an 

interactive geographic information system that 

display a map on a screen. By clicking with the  

mouse on a country or cities, the user can retrieve 

information about that country. While the mouse is 

moved the system should display the name of the 

country or cities underneath the mouse pointer 

somewhere on the screen. Every time the mouse is 

moved, the system has to recomputed which name to 

display.  

 

K-D Tree definition 

 Used for point location and multiple 

database queries, k –number of the attributes 

to perform the search. 

 To perform search in 2Dimensionalspace . 

 Search components (x,y) interchange! 
 

A* Search definition 

The A* algorithm integrates in serving to find out 

into a search procedure. Instead of choosing the next 

node with the least cost (as measured from the start 

node), the choice of node is based on the cost from 

the start node plus an estimate of a heuristic 

estimation.In the searching, the cost of a node v could 

be calculated as: 

f(v) = distance from s to v + estimate of the distance 

to d. 

  = d(v) + h(v,d) 

 = d(v) + sqrt( (x(v)) 

– x(d))2 + (y(v) – y(d))2) 

Where x(v), y(d) and x(v), y(d) are the, coordinates 

for node v and the destination  node d. 

 

2. Related Work 
 

Application of point location 

To store and retrieve the information like Name, 

Address and contact no of hospital in Ranchi. From 

the specific position, we can find out which one is the 

nearest hospital. To do this work we have used k-d 

tree, A* search algorithm and PLST algorithm. 

 

Fig 1: Point location as a node and Binary Tree 

 

Table 1: Information about Hospital 
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3. Methodology 
 

Suppose any person from outside Ranchi come to 

Ranchi for treatment. He will try to  find out the 

nearest hospital if its current position i.e Ranchi 

railway station so from above example nearest 

hospital is Node no (E) to identify the hospital 

information. We have used k-d tree to store the 

information of various hospital in Ranchi at different 

location. One can easily find out the location of any 

hospital in Ranchi. 

 

Overview of KD tree and A* search and proposed 

PLST algorithm 

3.1 KD tree algorithm – The process is as follows. 

At the root we split the set P with a vertical line l into 

two subset of roughly equal size. The division line is 

stored at the root. P1, the subset of points to the left 

or on the splitting line, is stored in the left sub tree 

and P2, the subset to the right of it, is stored in the 

right sub tree. In general, we split with a vertical line 

at nodes whose depth is even, and we split with a 

horizontal line at nodes whose depth is odd.   

 

Flowchart of KD Tree 

 

 
 

Algorithm to construct k-d tree 

Algorithm CONSTRUCTKDTREE(P, d) 

Input.A collection of points P and the current depth            

d. 

Output.kd-tree is storing P as a root. 

1. ifP contains only one point. 

2. then return a leaf which store this point 

3. else if d is even 

4. thenDivide P into two subsets with a vertical line l 

to find the median of  x-coordinate of the points in P. 

Let P1 be the set of point to the left of  l or on l  

, and let P2 be the set of points to the right of l 

5. elsedivide P into two subsets with a horizontal line 

l to find the median of  y-coordinate of the points in 

P. Let P1 be the 

set of points below l or on l, and let P2 be the set of 

points above l. 

6. νleftchild← CONSTRUCTKDTREE(P1,d+1) 

7. νrightchild← CONSTRUCTKDTREE (P2,d+1) 

8. Create a node ν storing l, make νleftchild the left child 

of ν, and make 

νrightchild the right child of ν. 

9. returnν 

 

Algorithm to Search through k-d tree 

Algorithm TRAVERSINGKDTREE(ν,R) 

Input.The root of  akd-tree, v and a range R. 

Output.All points at leaves below ν that lie in the 

range. 

1. ifν is a leaf 

2. thenReport the point stored at ν if it lies in R. 

3. else if area(leftchild(ν)) is fully contained in R 

4. thenREPORTSUBTREE(leftchild(ν)) 

5. else if area(lc(ν)) intersects R 

6. thenTRAVERSINGKDTREE(leftchild(ν),R) 

7. ifarea(rightchild(ν)) is fully contained in R 

8. thenREPORTSUBTREE(rightchild(ν)) 

9. else if area(rightchild(ν)) intersects R 

10. thenTRAVERSINGKDTREE(rightchild(ν),R) 

 

3.2 A* Search algorithm  - we want to still be able 

to generate the path with minimum distance 

A* is an algorithm that it uses heuristic to guide 

search and while ensuring that it will compute a path 

with minimum distance 

A* computes the function f(n) = g(n) + h(n) 

- g(n) = “distance from the starting node to 

reach n” 

- h(n) = “estimate of the distance of the 

cheapest path from n to the goal node” 

Example: 

 
                    
 

 

 

 

 

 

 

 

Fig 2: Example of A* graph 
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A* Search algorithm: 
Algorithm: A*search(v) 

for each u G: 

d[u] = infinity; 

parent[u] = NIL; 

End for 

d[s] = 0; 

f(V) = 0; 

H = {s}; 

whileNotEmpty(H) and targetNotFound: 

u = Extract_Min(H); 

label u as examined; 

for each v adjacent to u: 

if d[v] > d[u] + w[u, v] , then 

d[v] = d[u] + w[u, v]; 

p[v] = u; 

f(v) = d[v] + h(v, D); 

DecreaseKey[v, H]; 

 

3.3 The Proposed PLST Algorithm 

The PLST algorithm begins by applying the KD tree 

algorithm upon the set of points p to return vertex or 

node v, where d dv or d>dv,  d is the distance from 

origin and dv is the optimal calculated distance. The 

observation from fig 1.a and 1.b leads to the 

following query algorithm i.e. search KD tree 

algorithm: We traverse the KD tree, but visit only 

that node v whose region is intersected by the query 

rectangle. When a region is fully contained in the 

query rectangle , we can report all the points stored in 

its sub tree. If d dv then return  otherwise apply 

A* search algorithm which is used to find the nearest 

neighbor as we have shown it in Fig.3. The steps of 

our proposed PLST algorithm are given below: 

 

PLST Algorithm 

Algorithm: PLST(  d,d1) 

1.Apply CONSTRUCTKDTREE(p) algorithms   

where P is a point 

2. Apply  CONSTRUCTKDTREE (v,R) where v is 

the  vertices and R is the range. 

3. Initialize an empty status structure  

4. V<- root( ) 

5. While v is not leaf and (d dv or d>dv ) 

6.do if (d  dv ) 

7.then 

return  

 8. else call A*search(v) algorithm 

 9. return v. 

 

 

 

 

4. Result 
 

The PLST algorithm was validated upon three 

syntheticcases. Our results were compared with that 

of A* search algorithm (best validity values for each 

cases) and arepresented in Table 3. The PLST 

algorithm is able toidentify actual distance  for all the 

cases andvalidity values obtained are minimum 

D(n)= g(n) +w(n,d) ( recursively till the final position 

f(n)) from Fig.2 and Table-1 

 

Table 2: Result 

 

Case(km) Initial 

Position 

g(n)  

Final 

Position f(n) 

DistanceD(n) 

1   E A  24 

2   E A 23 

3   E A 27 

 

5. Conclusion and Future work 
 

In this paper K-D tree have been used in conjunction 

with A* search algorithm for identifying nearest 

neighbors using point location . Further we have used 

PLST algorithm to identify point location . Our future 

work comprises of validation of the proposed 

algorithm on real data  for scalability and robustness. 
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