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Abstract 
 

Images are evermore corrupted with noise during 

acquisition, transmission, and retrieval from storage 

media. Distinct dots in reality are stipple in a 

Photograph taken with a digital camera under low 

lighting conditions. Abstract of sound is absolute 

especially in the field of image processing. Two 

researchers are non-stop lively in this direction and 

provide some good insights, but still there are lots of 

scopes in this field. Sound differing with image does 

not provide good results. In this paper we used an 

efficient PDE approach for reducing noise and blur 

parameters. In our approach we provide the 

comparison considering the image of for 

comparison we consider the database of James Z. 

Wang [1] which is the collection of 1000 Databases. 

There are 10 categories in the database. 
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1. Introduction 
 

Many related algorithms had been proposed recently, 

such as algorithms based on wavelet transform [2] [3] 

[4],algorithm based on spatial filters [5] and 

algorithm based on fuzzy theory [6]. In [7] and [8] 

the authors used the method of least squares support 

vector machines and image decomposition 

respectively. Later, some researchers proposed an 

algorithm using non-aliasing contour let transform 

[9] and partial differential equation [10]. Empirical 

mode decomposition (EMD) was firstly proposed by 

Huang [11]. EMD is mainly used to one dimension 

signals processing, such as sound signals. Later, bi-

dimensional empirical mode decomposition (BEMD) 

was used to image signal processing [12] [13] [14]. 

In this paper, we proposed the algorithm using partial 

differential equation & bi-dimensional empirical 

mode decomposition. Firstly, we execute BEMD to 

original image and get the intrinsic mode functions  
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(imfs) and residue. Secondly, we filter noise of the 

imfs with partial differential equation (PDE).  

Lastly, we reconstruct the image with the filtered 

imfs and residue. 

 

We provide here a comparision of Image denoising 

Technique. Other sections are arranged in the 

following manner: Section 2 introduces Literature 

Review; section 3 shows the proposed work. Section 

4 shows the result analysis; Section 5 describes 

Conclusion. 

 

2. Literature Review 
 

BEMD is to vilify bi-dimensional bust into main 

functions and residue like one dimensional EMD. 

Lenient hand-me-down EMD to get a fix on 

denoising, which upon the image as one dimensional 

row signals. But this ignores the affair between 

adjacent pixels. 

 

A complicated data set can be adaptively 

decomposed into a finite number of components of 

different frequencies called IMFs using an iterative 

shifting process that continues until the number of 

extrema is < 2 (one maximum and one minimum).  

 

The detailed process can be described as follows: 

1. Look for the local extremum and form the 

envelopments of the original image f (x, y). 

2. Compute the average m1(x, y) of the top 

envelopment and bottom envelopment and 

denote that 

l1(x, y) = f (x, y) - m1 (x, y)…         (1) 

3. Replace f (x, y), with l1(x, y), and execute 

the above three steps. Then we can get li(x, 

y), until the standard deviation SD is smaller 

than the threshold predefined. We used I1(x, 

y) to replace li(x, y), If the local mean of 

I1(x, y) is zero, we view it as imf1. Where 

SD=                  (li+1(x,y)-

li(x,y)
2
/l

2
i(x,y))….               (2) 

4. Replace f (x,y) with f (x,y) -  I1(x, y) and 

execute the above four steps until the 

extremum number of residue is smaller than 

two. Then we complete the decomposition. 

5. f(x,y)=                   
   …..(3) 
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In 2011, Jia Liu et al. [15] proposed an image 

denoising method using partial differential equation 

and bi-dimensional empirical mode decomposition. 

The bi-dimensional empirical mode decomposition 

transforms the image into intrinsic mode function and  

residue. Different components of the intrinsic mode 

functions present different frequency of the image. 

The different with the classic method of partial 

differential equation denoising is that we use partial 

differential equation of the intrinsic mode functions 

to filter noise. Finally, they reconstruct the image 

with the filtered intrinsic mode functions and residue. 

In 2012, Guo-Duo Zhang et al. [16] proposes an 

image denoising method based on support vector 

regression; also this paper describes several other 

methods of image denoising. Simulation results show  

that the method can save the image detail better, 

restore the original image and remove noise. In 2012, 

Meenal et al. [17] survey and analysed different 

traditional image denoising method using different 

methods. They also suggest a new approach which 

provides a heterogeneous way of the above 

challenging issue. Their approach is the combination 

of three different approaches first is for blur, second 

is for noise and finally for blur and noise. After 

analysing several research works they analyse that 

not a single method can provide better method for 

blur and noise both. So their proposed solution can 

provides betterment in this issue.In 2012, Meenal et 

al. [18] proposed an image denoising method using 

partial differential equation. In their proposed 

approach they proposed three different approaches 

first is for blur, second is for noise and finally for 

blur and noise. These approaches are compared by 

Average absolute difference, signal to noise ratio 

(SNR), peak signal to noise ratio (PSNR), Image 

Fidelity and Mean square error. They achieve result 

on different scenario. They also compare our result 

on the basis of the above five parameters and the 

result is better in comparison to the traditional 

technique. In 2012, Kehua Su et al. [19] introduce a 

sparse and redundant representations algorithm based 

on over complete learned dictionary to process 

different types of images. They use the K-SVD 

denoising framework and modify its initial 

dictionary, and then mainly focus on using it to study 

its denoising performance and suitability for different 

types of Images, and then compare it with some other 

image denoising algorithms. As to the remote sensing 

images denoising, the experiment results show that  

the K-SVD algorithm can leads to the state-of-art 

denoising performance at low noisy levels, but for 

high noisy levels, its performance isn’t good on 

PSNR and visual effect, that is it cannot retain the 

local details of images. 

 

3. Proposed Approach 
 

Ideally, we want Filtering (diffusion) within the 

object boundary and No filtering across the edge 

orientation. I will try to reduce the effect of these 

shortcomings on restored image by improving 

anisotropic diffusion technique based on PDE for 

image denoising. The capability of PDE-based 

methods in image denoising prompted many 

researchers to search for an improvement in the 

technique. 

 

After studying different approaches we observe that 

we can work with the reduction of noise and 

SNR[20][21]. There is also some scope for the 

reducing the time of denoising while unaffected the 

accuracy. So in this section we using fourth order 

PDE for improving the SNR ratio. 

 

4. Experimental Results 
 

We used the Matlab R2010a to run the experiment 

under the PC environment of Windows 7 ultimate 

and CPU Pentium Dual-core which frequency is 1.86 

GHz and memory with 2 GB.  

 

In order to prove the performance of our algorithm, 

we consider the database of James Z. Wang [1] 

which is the collection of 1000 Databases.  There are 

10 categories in the database [22][23]. We consider 5 

categories one by one for comparison. We used SNR 

to evaluate the algorithm. 

 

The table 1 shows the comparison which shows the 

effectiveness of our approach. Their pictorial 

representations are shown in figure 1 to figure 5. 

 

Table 1: Result Analysis 

 

Noise 

Parameter 

Image 

with 

Noise 

Mean 

Filter 

PDE BEMD 

and 

PDE 

Proposed 

PDE 

Category 1 22.101 24.099 25.069 28.351 30.005 

Category 2 8.242 14.522 18.350 17.537 20.436 

Category 3 17.721 20.403 21.703 24.347 26.539 

Category 4 15.855 17.011 18.279 21.323 23.159 

Category 5 12.597 16.504 17.513 21.073 24.257 
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5. Conclusion 
 

In this paper we apply our approach on wang 

database [1] and check the effectiveness of the 

approach. We provide here a comparison consider 

three different noise parameters and improves the 

SNR ratio, which reduces the noise and blur. After 

applying our approach we found good results when 

the noise parameter is increases but if the noise is less 

than BEMD and PDE are performed approximately 

same. 
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Figure 1: Category 1 

 

 
 

Figure 2: Category 2 

 

 
Figure 3: Category 3 
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Figure 4: Category 4 

 

 

 
 

Figure 5: Category 5 

 


