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Abstract  
 

A handwritten character is represented as a 

sequence of strokes whose features are extracted 

and classified. Although the off-line and on-line 

character recognition techniques have different 

approaches, they share a lot of common problems 

and solutions. The printed documents available in 

the form of books, papers, magazines, etc. are 

scanned using standard scanners which produce an 

image of the scanned document. The preprocessed 

image is segmented using an algorithm which 

decomposes the scanned text into paragraphs using 

special space detection technique and then the 

paragraphs into lines using vertical histograms, and 

lines into words using horizontal histograms, and 

words into character image glyphs using horizontal 

histograms. Each image glyph is comprised of 

24x24 pixels. Thus a database of character image 

glyphs is created out of the segmentation phase. The 

various features that are considered for 

classification are the character height, character 

width, the number of horizontal lines (long and 

short, image centroid and special dots. we proposed 

extracted features were passed to a Support Vector 

Machine (SVM) where the characters are classified 

by Supervised Learning Algorithm. These classes 

are mapped onto for recognition. Then the text is 

reconstructed using fonts. 
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1. Introduction 
 

A system has been developed for text writing systems 

using Support Vector Machines (SVM) is called 

Handwritten Character Recognition (HCR). HCR is 

the process of classifying written characters into 

appropriate classes based on the features extracted 

from each character. Handwritten character 

recognition can be performed either online or offline. 

The character set of Indian languages is large and 

consists of more complex characters when compared 

to the Latin script. A handwriting or speech based 

interface to the computer has become imperative for 

Indian languages because of complex keyboard 

mapping procedures for Indian language characters. 

As many Indian languages have a similar character 

set, developing a recognition engine for one Indian 

language serves as a framework for others as well.  

 

Handwritten character recognition for any Indian 

writing system is rendered complex [1] because of 

the presence of composite characters. It is a writing 

system where the vowels are written as diacritics on 

the consonants and a vowel is not explicitly written 

when it appears immediately after a consonant in a 

word. This combination of diacritics with consonants 

is called a composite character. A consonant can 

combine not only with each of the vowels of the 

writing system but also with other consonants to form 

ligatures. 

 

A few models that have been applied for the HCR 

system include motor models, structure-based 

models, stochastic models and learning-based 

models. Learning-based models have received wide 

attention for pattern recognition problems. Neural 

network models have been reported to achieve better 

performance than other existing models in many 

recognition tasks. Support vector machines [2, 3] 

have also been observed to achieve reasonable 

generalization accuracy, especially in 

implementations of handwritten digit recognition and 

character recognition in Roman, Thai and Arabic 

scripts. The present work is on the development of 

systems for online HCR of Text using SVMs. 

 

2. Literature Survey 
 

In reviewing the literature, we find various 

algorithms for handwritten digit segmentation. A 

direct comparison, though, is not a trivial task. On the 

contrary, it may not even be feasible.  

 

In this research work [4], the algorithms for 

segmenting handwritten digits based on different 

concepts are compared by evaluating them under the 

same conditions of implementation. A robust 

experimental protocol based on a large synthetic 
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database is used to assess each algorithm in terms of 

correct segmentation and computational time. Results 

on a real database are also presented. In addition to 

the overall performance of each algorithm, we show 

the performance for different types of connections, 

which provides an interesting categorization of each 

algorithm. Another contribution of this work 

concerns the complementarily of the algorithms. 

 

We have observed that each method is able to 

segment samples that cannot be segmented by any 

other method, and do so independently of their 

individual performance. Based on this observation, 

we conclude that combining different segmentation 

algorithms may be an appropriate strategy for 

improving the correct segmentation rate. Here they 

selected those algorithms that used to produce the 

segmentation cuts. Then, these algorithms were 

assessed for performance the proposed evaluation 

criteria provided the global performance of each 

algorithm, as well as their performance on four 

different types of connections. The experimental 

results show that these algorithms achieve similar 

performances on both databases, which qualifies the 

synthetic dataset as a viable alternative for 

benchmarking segmentation algorithms. 

 

During the evaluation, they observed that, 

independently of the overall performance, each 

method is able to segment some samples that cannot 

be segmented by any other method. It corroborates 

the argument that even a method with low overall 

performance can contribute to building a more 

reliable segmentation system. 

 

As they have demonstrated, this kind of analysis also 

constitutes useful contribution to identifying 

complementarily among the segmentation algorithms, 

which can be used to develop more intelligent 

systems. The main challenge in building such an 

intelligent system lies in the correct identification of 

the connection types, which certainly is not a trivial 

task. In some cases, especially in real-time 

applications, this is a very important issue that can 

determine the success or failure of a handwriting 

recognition system. 

 

3. Proposed Technique 
 

Training and Recognition Techniques CASCR 

systems extensively use the methodologies of pattern 

recognition, which assigns an unknown sample into a 

predefined class. Numerous techniques for CASCR 

can be investigated in four general approaches of 

Pattern Recognition, as suggested in [5]. The above 

approaches are neither necessarily independent nor 

disjoint from each other. Occasionally, a CASCR 

technique in one approach can also be considered to 

be a member of other approaches. 

 

In all of the above approaches, CASCR techniques 

use either holistic or analytic strategies for the training 

and recognition stages: Holistic strategy employs top 

down approaches for recognizing the full word, 

eliminating the segmentation problem. The price for 

this computational saving is to constrain the problem 

of CASCR to limited vocabulary. Also, due to the 

complexity introduced by the representation of whole 

cursive word (compared to the complexity of a single 

character or stroke), the recognition accuracy is 

decreased. On the other hand, the analytic strategies 

employ bottom up approaches starting from stroke or 

character level and going towards producing a 

meaningful text. Explicit or implicit segmentation 

algorithms are required for this strategy, not only 

adding extra complexity to the problem, but also, 

introducing segmentation error to the system. 

However, with the cooperation of segmentation stage, 

the problem is reduced to the recognition of simple 

isolated characters or strokes, which can be handled 

for unlimited vocabulary with high recognition rates. 

 

Template Matching 

CASCR techniques vary widely according to the 

feature set selected from the long list of features, 

described in the previous section for image 

representation. Features can be as simple as the gray-

level image frames with individual characters or 

words or as complicated as graph representation of 

character primitives. The simplest way of character 

recognition is based on matching the stored prototypes 

against the character or word to be recognized. 

Generally speaking, matching operation determines 

the degree of similarity between two vectors (group of 

pixels, shapes, curvature etc.) in the feature space. 

Matching techniques can be studied in three classes: 

 

Direct Matching 

A gray-level or binary input character is directly 

compared to a standard set of stored prototypes. 

According to a similarity measure a prototype 

matching is done for recognition. The matching 

techniques can be as simple as one-to-one comparison 

or as complex as decision tree analysis in which only 

selected pixels are tested. A template matcher can 

combine multiple information sources, including 
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match strength and k-nearest neighbor measurements 

from different metrics [6], [7]. Although direct 

matching method is intuitive and has a solid 

mathematical background, the recognition rate of this 

method is very sensitive to noise. 

 

 

 
 

Fig. 1 Gray Images 

 

 
 

Fig. 2 Binary input character 

 

Deformable Templates and Elastic Matching an 

alternative method is the use of deformable templates, 

where an image deformation is used to match an 

unknown image against a database of known images. 

In [8], two characters are matched by deforming the 

contour of one, to fit the edge strengths of the other. A 

dissimilarity measure is derived from the amount of 

deformation needed, the goodness of fit of the edges 

and the interior overlap between the deformed shapes 

(see fig 1). 

 

 
 

Fig. 3 Block diagram of CASCR 

 

The basic idea of elastic matching is to optimally 

match the unknown symbol against all possible 

elastic stretching and compression of each prototype. 

Once the feature space is formed, the unknown vector 

is matched using dynamic programming and a 

warping function [9], [10]. Since the curves obtained 

from the skeletonization of the characters could be 

distorted, elastic matching methods cannot deal with 

topological correlation between two patterns in the 

off-line CASCR. In order to avoid this difficulty, a 

self-organization matching approach is proposed in 

[11] for hand-printed character recognition, using 

thick strokes. Elastic matching is also popular in on-

line recognition systems [12]. 

  

Relaxation Matching 

It is a symbolic level image matching technique that 

uses feature-based description for the character 

image. First, the matching regions are identified. 

Then, based on some well-defined ratings of the 

assignments, the image elements are compared to the 

model. This procedure requires a search technique in 

a multi-dimensional space, for finding the global 

maximum of some functions [13], [14]. Huang et al. 

proposed a multi font Chinese character recognition 

system in [15], where sampling points, including 

cross, branch and end points on the skeleton are taken 

as nodes of a graph. Each character class is 

represented by a constrained graph model, which 

captures the geometrical and topological invariance 

for the same class. Recognition is then made by a 

relaxation matching algorithm. In [16], Xie et al 

proposed a handwritten Chinese character system, 

where small number of critical structural features, 

such as end points, hooks, T-shape, cross and corner 

are used. Recognition is done by computing the 

matching probabilities between two features by a 

relaxation method. The matching techniques 

mentioned above are sometimes used individually or 

combined in many ways as part of the CASCR 

schemes. The block diagram of CASCR consists of 

various states as shown in Fig.3. They are scanning 

phase, pre-processing, segmentation, feature 

extraction, classification (SVM, rule based, and 

ANN), and recognition and output verification. 

 

CASCR Function 

This phase includes the scanning state, preprocessing 

block, and segmentation and feature extraction. 

 

Scanning the document 

A properly printed document is chosen for scanning. 

It is placed over the scanner. A scanner software is 

invoked which scans the document. The document is 

sent to a program that saves it in preferably TIF, JPG 

or GIF format, so that the image of the document can 

be obtained when needed. 

 

Pre-processing 

This is the first step in the processing of scanned 

image. The scanned image is checked for skewing. 

There are possibilities of image getting skewed with 
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either left or right orientation. The function for skew 

detection checks for an angle of orientation between 

±15 degrees and if detected then a simple image 

rotation is carried out till the lines match with the true 

horizontal axis, Skew correction is done by rotating 

the image around an angle θ (−2.0). 

 

Segmentation 

After pre-processing, the noise free image is passed 

to the segmentation phase, where the image is 

decomposed into individual characters. The image 

and various steps in segmentation. Algorithm for 

segmentation: 

 

Image is checked for inter line spaces. If inter line 

spaces are detected then the image is segmented into 

sets of paragraphs across the interline gap. The lines 

in the paragraphs are scanned for horizontal space 

intersection with respect to the background.  

 

Histogram of the image is used to detect the width of 

the horizontal lines. Then the lines are scanned 

vertically for vertical space intersection. Here 

histograms are used to detect the width of the words. 

Then the words are decomposed into characters using 

character width computation.  

 

Classification 

Classification is done using the features extracted in 

the previous step, which corresponds to each 

character glyph. These features are analysed using 

the set of rules and labelled as belonging to different 

classes. This classification is generalized such that it 

works for all the fonts’ types. The implicit 

regularization of the classifier’s complexity avoids 

over fitting and mostly this leads to good 

generalizations. Some more properties are commonly 

seen as reasons for the success of SVMs in real-world 

problems. The optimality of the training result is 

guaranteed, fast training algorithms exist and little a-

priori knowledge is required, i.e. only a labelled 

training set. 

 

Classification using SVM 

Support Vector Machines are based on the concept of 

decision planes that define decision boundaries. A 

decision plane is one that separates a set of objects 

having different class memberships. A typical 

example is shown in Fig.2 where it is used to classify 

different types of character glyphs belonging to 

different fonts. 

 

Single Recognition Engine Approach 

Each stroke is represented using a 120-dimensional 

feature vector, where co-ordinates of the 60 points 

obtained after pre-processing are chosen as features. 

Gaussian kernel with a value of 30 for standard 

deviation has been found to give the best 

performance. A dot that occurs anywhere within the 

character is pre-classified based on the size of its 

bounding box and its relative position within the 

stroke. The results for the experiments carried out 

using the Gaussian kernel SVMs. 

 

4. Test Results and Analysis 
 

We proposed to implement CASCR in Matlab. And 

our experiment on the segmentation phase and result 

output will displays on the Image. The represents the 

feature extraction the feature extraction and rule 

based classification of consonants represent the 

typical scenarios in the recognition of text using the 

Matlab environment. Recognition stages and various 

charts are depicted for clarity. A comparative study 

on various classifiers will be also conducted. 

 

5. Conclusion 
 

We proposed to implement CASCR in Matlab and 

the performance of character recognition is 

dependent on the accurate recognition. The results 

obtained for recognition of characters will show that 

reliable classification is possible using SVMs. Future 

work is directed towards incorporating a database of 

words for spell-check at word level. The SVM-based 

methods described here for handwritten character 

recognition can be easily extended to other Indian 

scripts.  

 

CASCR is aimed at recognizing printed document. 

The input document is read pre-processed, feature 

extracted and recognized and the recognized text is 

displayed in a picture box. Thus the CASCR is 

implemented using a Matlab. In a way CASCR 

provides a paperless. It can be accessed by people of 

varying category with ease and comfort. Still there 

are scholars who are available then processing and 

maintaining the students’ records become easier. The 

students’ forms can be directly. Scanned, extracted 

for details and directly transformed into a Student 

Database. 
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