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Abstract  
 

The beauty of this paper is to clip a Graph provided 

by Geographic Information System (GIS) into levels 

(called Levelled Graph), and find the set of shorter 

paths with source at the very beginning level and 

destination node as the leaf nodes in the above level. 

This paper will formulate an algorithm which will 

provide other shorter paths from source to 

destination and with the help of Genetic Algorithm 

(GA) the proposed algorithm is verified. The graph 

may represent network lines for transferring 

packets, pipeline to transfer liquid and it may be 

transportation lines. The proposed algorithm 

discovers the shortest path and other shorter paths 

from source to destination with lesser traffic. The 

selection of node is done using GIS because it is 

capable enough to express the connectivity of node 

with one another. The proposed algorithm is 

compared with Dijksra’s Algorithm and the results 

are satisfactory. Simulated results are formulated 

using Matlab. The result assures the potential of the 

Algorithm.  
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1. Introduction 
 

The idea of this hybrid algorithm is implemented 

with the help of graph, levelling of graph and genetic 

algorithm. Checking and testing is based upon the 

ideas of genetic algorithm [3]. The possible paths are 

represented by chromosomes and possible paths are 

achieved by fussing them.  Dijkstra’s Algorithm finds 

the paths by weight precedence. It solves the single 

source shortest path issue [7] when the weights are 

non-negative values. It is also a greedy algorithm and 

also similar to Prim’s algorithm. The algorithm starts 

at the source node and a tree grows which reaches to 

all the nodes describing the shortest path. [2][6][9] 
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In the field of artificial intelligence genetic algorithm 

is a heuristic search algorithm, works of evolution of 

the individuals. Genetic algorithm is an evolutionary 

algorithm whose solution solves problem using 

natural selection, inheritance, crossover, mutation, 

selection and termination operations using fitness 

functions. It combines survival for the fittest (Law 

given by Charles Darwin). The primary monograph 

on the topic is Holland’s (1975) Adaptation in 

Natural and Artificial Systems. A population undergo 

selection including operators such as Selection 

(Based on Misfit), Cross-over (Swapping 

Information) and Mutation (Change in Individual). A 

fitness function is used to evaluate individuals. Based 

on the fitness function the best individuals are fussed 

together and the new populations are applied to the 

algorithm until an optimal solution is obtained. 

[1][5][6] 

 

2. Dijkstra’s Algorithm  
 

Dijkstra’s algorithm uses the greedy approach to 

figure out the single source shortest path problem. 

This problem is associated with the spanning tree. 

There will be no cycles found as. It repeatedly takes 

from the unselected vertices v to nearest source s and 

declares the distance to be the actual shortest distance 

from s to v. The edges of v are then examined to see 

if their destination can be reached by v followed by 

the relevant outgoing edges. G = (V, E), Where V – 

is a set of vertices; E is a set of edges. [4][6][9] 

 

Dijkstra's algorithm keeps two sets of vertices: 

 S → the set of vertices whose shortest paths form 

the source have already been determined. 

 V – S → the remaining vertices.  

The other data structures needed are: 

 d – array of best estimates of shortest path to each 

vertex. 

 pi – an array of predecessors of each vertex.  

The basic mode of operation is: 

1. Initialize d and pi, 

2. Set S to empty, 

3. While there are still vertices in V-S, 

i. Sort the vertices in V-S according to the current   

     best estimate of their distance from the source, 

ii. Add u, the closest vertex in V-S, to S, 

iii. Relax all the vertices still in V-S connected to u 
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DIJKSTRA (G, w, s) 

1. INITIALIZE SINGLE-SOURCE (G, s) 

2. S ← { }     // S will ultimately contains 

vertices of final shortest-path weights from s 

3. Initialize priority queue Q i.e., Q  ←  V[G] 

4. while priority queue Q  is not empty do 

5.     u  ←  EXTRACT_MIN(Q)    // Pull out 

new vertex 

6.     S  ←  S È {u}  // Perform relaxation for 

each vertex v adjacent to u 

7.     for each vertex v in Adj[u] do 

8.         Relax (u, v, w) 

 

3. Genetic Algorithm  
 

Genetic Algorithms are the heuristic search and 

optimization procedures which takes the idea from 

natural evolution. Principle “Select the Best, Discard 

the Rest”. 

 

The implementation of genetic algorithms is as 

follows: 

1. Initialization: At the very beginning 

numerous individual solutions are randomly 

selected to form an initial population. 

2. Selection: Individual solutions are picked 

out according to the fitness function. 

3. Reproduction: Crossover, Mutation and 

Selection methods. 

4. Termination: The process continues until a 

termination condition is identified. 

[8][12][13] 
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Figure 1: Flow Chart for Genetic Algorithm 

 

4. Geospatial Information System 
 

Geographical Information System (GIS) [8] use 

geospatial analysis. It is a growing technology 

paradigm, which is a powerful tool to solve complex 

problem in special environment in tabular 

presentation. GIS provide geographic data of any 

location successfully with its altitude, height, location 

and connectivity etc. The potential of GIS is beyond 

vision. Geospatial analysis works beyond 2D 

mapping operations and spatial analysis. It involves: 

 

1) Surface Analysis: Analyzing the properties 

of physical surfaces (gradient, aspect and 

visibility). 

Start 

Generate initial population randomly and 

initialize the crossover and mutation probability 

Calculate the fitness value of each individual 

Selection 

Crossover 

Mutation 

New generation 

Does it meet 

results? 

End 

N 



International Journal of Advanced Computer Research (ISSN (print): 2249-7277   ISSN (online): 2277-7970)  

Volume-3 Number-4 Issue-13 December-2013 

186 

 

2) Network Analysis: Analyzing the attributes 

of natural and man-made networks in order 

to understand the behavior of flows within 

and around the network and location. This 

may be used to address a wide range of 

practical problems-route selection, facility 

location and problems involving flows like 

those found in hydrology and transportation 

problem. 

3) Geovisualization: The creation and 

manipulation of maps, images, charts, 

diagrams, 3D views and their associated 

data. This provides a range of tools, which 

provide static or rotating views, providing 

animations, dynamic linking and brushing 

and spatio-temporal visualizations etc. This 

tool is the least developed and reflects 

limited range of suitable and compatible 

datasets in which the limited set of 

analytical methods are available. All these 

facilities increases the core tools utilized in 

spatial analysis throughout the patterns and 

relationships, construction of models and 

communicating the results.[10][11] 

 

5. Proposed Algorithm 

 

Let us consider an arbitrary graph of n (=21) number 

of nodes (Cities / Connectors / Distribution points) 

from the real world co – ordinates (Figure 1) with the 

help of GIS. Consider the real time data about their 

location and connectivity between the nodes. 

Geospatial Information System (GIS) will provide 

the location of the city and the distance (weight) 

between the nodes. If the nodes are cities then it will 

be on land, if the nodes are connector for internet 

wire then it can be very deep under water, if the 

nodes are of distribution point for liquid 

transportation then it can also be very deep under 

water. This paper has taken a generalized selection of 

nodes which is under water and on land. Connection 

and Distance between nodes of Real World 

Geospatial Space is shown in Figure 2 & 3 and 

tabular representation in Table 1. 

Let Graph G = {V, E} where V = {A, B, C, D, E, F, 

G, H, I, J, K, L, M, N, O, P, Q, R, S, T, V} and E = 

{{A,B}, {A,C}, {B,E}, {B,D}, {C,D}, {C,F}, 

{C,G}, {D,E}, {D,F}, {E,I}, {E,H}, {F,H}, {F,G}, 

{G,H}, {G,K}, {G,Q}, {H,I}, {H,J}, {H,K}, {I,O}, 

{I,V}, {I,J}, {J,V}, {J,L}, {J,K}, {K,L}, {K,M}, 

{L,N}, {L,M}, {V,N}, {M,P}, {M,Q}, {N,O}, 

{N,R}, {N,P}, {O,R}, {O,P}, {P,R}, {P,T}, {P,S}, 

{P,Q}, {Q,S}, {R,T}, {S,T}} 

 

Figure 2: Real Geospatial Nodes are Considered 
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Figure 3: Connection and Distance between Nodes found in Real Geospatial Space (Main Graph). 

 

Table 1: Representation of Connection and Distance between Nodes in Tabular Format. 
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If the count of the nodes decreased then the execution 

time will also decrease. And the search space is also 

reducing for the shortest and shorter paths. Procedure 

to create the Reduced Graph - Select those nodes of 

whose x-values lies between the x-values of the 

source and destination and whose magnitude is less 

than the magnitude of the source and the destination 

nodes, shown in Figure 4 followed by Algorithm to 

create Sub - Graph from Main - Graph. 

 

Algorithm for Creation of Sub – Graph from the 

Main – Graph 

Step 1: Choose Source Node. [TSource = Source; 

TSource stands for Temporary Source] 

Step 2: Create First Level. 

Step 3: Place TSource in the Level. 

Step 4: Find connecting nodes to TSource and Add 

it to Queue. 

Step 5: If all Nodes of the Same Level not 

Traversed. 

   TSource = un – Traversed node in 

the same Level. 

   Goto Step 6. 

  else 

   Goto Step 3 

Step 6: Create the next Level (Level++). 

Step 7: Add the Queue to the Level. 

Step 8: If Destination Found && Every Nodes is 

Traversed in the same Level 

   Goto Step 9 

  else 

   TSource = Next un – Traversed 

node in the Same level. 

              Goto Step 4. 

Step 9: End. 

 

The algorithm that is discussed above (Figure 7 Flow 

Chart of same), TSource is considered as Temporary 

Source. Firstly our source from where we need to 

travel is selected and then the destination to where we 

need to reach is considered. Now creating a level is 

important. Then we place the source in the level and 

these nodes in the next level will be connected to the 

source node. Now we will move down to the next 

level and will do the same with every node in the 

level. The process will continue until the destination 

is reached. [14][15][16] 

 

The essence of the work is that it reduces the graph in 

levels (Figure 5 Levelled Graph) and the first level 

and the last level will contain only the source vertex 

and destination vertex respectively. As “Algorithm 

for creation of Sub – Graph from Main Graph” gives 

birth to levelled Graph whose end leafs are 

destination node. Any traverse from first level 

(Source Node) to any of the leaf will be a path form 

source to destination, shown in Figure 6. 

 

Figure 4: Reduced Graph. 

 

The resultant is a reduced Levelled Graph which 

contains the shortest and the shorter paths in it. This 

reduces the number of vertex traversal increasing 

efficiency of the work done. 

 

Figure 5: Formation of Levelled Graph. 

Figure 6: Representation of Possible Paths as 

Chromosomes. 
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Figure 7: Flow Chart Representation of Creation of Sub-Graph from Main-Graph Algorithm. 
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Figure 8: Fusion of Chromosome. 

 

Table 2: Dijkstra’s Shortest Path Algorithm 

 

6. Complexity 
 

Taking the idea of the level we can reach the 

destination in a single level in a favourable case 

(destination is the nearest node in a series) and in the 

worst case we can reach the destination with n levels, 

n is maximum number of nodes in the graph (if all 

the nodes lies in a series). The complexity comes to 

O(n). If the problem require only a set of m nodes to 

reach to the destination then the complexity comes to 

O(m) because the worst case if all the m nodes are in 

a series, where m is always less than n.  

 

Parents Crossover & Recombination Child 
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Table 3: Comparison of the Proposed Algorithm with Dijkstra’s Algorithm 

 

Proposed Algorithm Dijksra’a Algorithm 

Chromosome Path Value Discussion Path Value 

1 C-D-E-I-V-N-P 222.73 
These are the possible 

feasible shorter paths 

from Source C to 

Destination P other than 

dijkstra’s shortest path 

(Chromosome7) 

C-G-K-M-P 198.526 

2 C-F-H-I-V-N-P 220.739 

Dijkstra’s Algorithm only 

find the possible shortest 

path but do not find any 

other possible shorter path 

form source to destination 

so that it can be used in 

difficult or crisis situation. 

3 C-F-H-J-V-N-P 202.683 

4 C-G-H-I-V-N-P 273.84 

5 C-G-H-J-V-N-P 219.784 

6 C-G-K-L-N-P 211.556 

7 C-G-K-M-P 198.526 

Fusion of Chromosome shown in Figure : 8 

Parent1 C-D-E-I-V-N-P 222.73 Chromosome1 

Parent2 C-F-H-I-V-N-P 220.739 Chromosome2 

Parent3 C-F-H-J-V-N-P 202.683 Chromosome4 

Parent4 C-G-H-I-V-N-P 273.84 Chromosome5 

Child Chromosomes 

Child1 C-D-E-I-V-N-P 222.73 Chromosome1 

Child2 C-F-H-J-V-N-P 202.683 Chromosome3 

Child3 C-F-H-I-V-N-P 220.739 
Twin Chromosome4 

Child4 C-F-H-I-V-N-P 220.739 

 

7. Comparative Studies  
 

If compare the above example with Dijkstra’s 

Algorithm, we receives equivalent results with a 

better prospect. Proposed algorithm produce the 

shortest path with other shorter paths options where 

as Dijkstra’s produces only the shortest path, shown 

in Table 3. 

 

Now, finding the shortest Route to reach P from C. 

According the dijkstra’s algorithm we get the shortest 

path evaluated in Table 2 is: 

 

The above path is one of the elite 

chromosomes/individual provided by the proposed 

work. Dijkstra’s algorithm provides only the shortest 

path, but do not provide any alternative shortest path 

to reach to the destination. 

 

8. Conclusion and Future Work 
 

The proposed algorithm finds the shortest path from 

source to destination and also finds alternative paths 

to reach destination from source. If there is 

congestion in the shortest path then it take more time, 

if we follow other path having less congestion then 

destination can be reached in much more less time, if 

the path is available or valid. 

 

Run time decision is not dealt with the proposed 

algorithm, which can be called a mutation in the path. 

In my forthcoming work I will be dealing this 

problem. 
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