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Abstract 
 

Association Rule mining is one of the important and  

most popular data mining technique. Association 

rule mining can be efficiently used in any decision 

making processor decision based rule generation. In 

data mining task in general we will find the 

frequent patterns to know the effective patterns 

from the huge data. Then we find positive and 

negative rules. If we observe the above phenomena 

then we come to the point that the rule generation is 

also huge. In this paper we survey several aspects of 

optimization techniques by which we can optimize 

the association rules. So the main motivation of our 

survey is to minimize the rule generation or 

optimize rule generation larger size of rules can be 

minimized. 
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1. Introduction 
 

Data Mining is expected to relieve current mining 

methods from the sequential bottleneck, and provide 

the ability to scale to massive data sets and improve 

the response time [1]. Data mining has been a 

powerful technique in analyzing and utilizing data in 

today’s information-rich society. However, privacy is 

nowadays a major concern in data mining 

applications, which has led to a new research area, 

privacy preserving data mining. A large amount of 

research work has been devoted to this area, and 

resulted in such techniques as k-anonymity [2], data 

perturbation [3], [4], [5], [6], and data mining based 

on  [7], [8]. 

 

Association Rule Mining (ARM) is one of the most 

used research are in data mining.  ARM can be used 

for discovering hidden relationship between items. 

By given a user-specified threshold, also known as 

minimum support, the mining of association rules can 

discover the complete set of frequent patterns.  
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That is, once the minimum support is given, the 

complete set of frequent patterns is determined [9]. In 

order to retrieve more correlations among items, 

users may specify a relatively lower minimum 

support[9]. Such a lower support often generates a 

huge amount of frequent patterns; but most of the 

patterns are already known or not interested to users. 

It is a tedious task for users to filter out these 

valueless patterns. 

 

ARM is also studied in terms of market basket 

analysis, which is the analysis of the itemset which 

can be analyzed after the customer purchasing in the 

mall [9]. It is just like the analysis of the customer of 

purchasing behavior. Association rules also used in 

various areas such as telecommunication networks, 

market, risk management and inventory control etc. 

[9][10].  

 

In [11] author suggests that Data mining [1] is used 

everywhere and large amounts of information are 

gathered: in business, to analyses client behavior or 

optimize production and sales [2].This signifies the 

research direction in several fields. We can use ARM 

and data mining application in health care, medical 

database, classification and combining these 

techniques with other approach extensively increases 

the potential behavior and applicability.  

 

Our papers main motivation to survey in the direction 

of rule generation that is positive and negative 

association rule.  We also emphasize to optimize the 

association rule so that it saves the time and un-

wanted rules can be avoided. 

 

In [12] author suggests that many of the researchers 

are generally focused on finding the positive rules 

only but they not find the negative association rules.  

But it is also important in analysis of intelligent data. 

It works in the opposite manner of positive rule 

finding. But problem with the negative association 

rule is it uses large space and can take more time to 

generate the rules as compare to the traditional 

mining association rule [12]. So better optimization 

technique can find a better solution in the above 

direction. 

 

We provide here a brief survey on ARM. Other 

sections are arranged in the following manner: 
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Section 2 introduces negative and positive 

association rules; Section 3 discusses about 

optimization techniques; Section 4 describes about 

Literature Review; section 5 shows the analysis; 

Section 6 describes Conclusion. 

 

2. Rule Generation 
 

Association rule mining can be represent in terms of 

A ⇒ B [S, C] where A and B are sets of items; S is 

the support of the rules, defined as the rate of the 

transactions containing all items in A and all items in 

B i.e. Support (A ⇒ B) = P (A ∪ B) and C is the 

confidence of the rule, defined as the ratio of S with 

the rate of transactions containing A i.e. P (B / A). 

Support and confidence are measures of the 

interestingness of the rule. We calculate the support 

value for justifying the usefulness of the items 

present in the data set. A Higher support value 

indicates the effectiveness for the enterprise. The 

confidence signifies the decision theory, higher the 

confidence higher the decision accuracy. 

 

In the application domain, items correspond to web 

resources, while transactions correspond to user 

sessions. So the equality of rule signifies that the 

domain is same and it can acquire the same alike set 

in the frequent pattern generation. The basic 

algorithm called Apriori Algorithm for finding the 

association rules was proposed and later modified 

uses Breadth First Search, Bottom Up Approach and 

performs well when the Frequent Items are short and 

and the use is easy. In this term we also discuss the 

term candidate generation like in the apriori 

algorithm, where it can generate 1-itemset,2-itemset 

and n itemset according to the data set present.  

 

As an example of an association rule, we can think of 

the case of a super market. An association rule might, 

then, be in the following form: 'If a customer buys 

pork steaks, he buys at least two bottles of Coke as 

well'. In other words, it is in the form X => Y, where 

X and Y are items or set of items from the super 

market’s database. In the case of City University, an 

example of an association rule might be that if a 

student wishes to do business studies, then with a 

probability of 90% chooses City. 

 

The problem of identifying association rules was first 

introduced in (Agrawal, 1993). In (Hipp and Guntzer 

and Nakhaeizadeh, 2000) the formal description of 

the problem is given as follows: "Let ;={x1,...,xn} be 

a set of distinct literals, called items. A set X⊆X; 

with k=|X| is called a k-itemset or simply an itemset. 

Let a database D be a multi-set of subsets. Each T∈ D 

is called a transaction. We say that a transaction T∈ 

D supports an itemset X⊆X ; if X ⊆T holds. An 

association rule is an expression X =>Y, where X,Y 

are itemsets and X ∩Y = Ø holds. The fraction of 

transactions T supporting an itemset X with respect 

to database ' is called the support of X, supp(X)= 

|{T∈D | X ⊆T}| / |D|. The support of a rule X =>Y is 

defined as supp(X =>Y) = supp(X UY). The 

confidence of this rule is defined as conf(X =>Y) = 

supp(X U Y)/ supp(X)".  The latter implies that we 

are looking at the fraction of transactions that contain 

the X itemset to see how many contain the Y itemset 

as well.  

 

3. Optimization Techniques 
 

There are several optimization techniques which can 

be apply on the association rule mining. Some of 

techniques are as follows: 

 

Ant Colony Optimization 

The Ant Colony Optimization algorithm is mainly 

inspired by the experiments run by Goss et al. [13] 

which using a grouping of real ants in the real 

environment. They study and observe the behavior of 

those real ants and suggest that the real ants were 

able to select the shortest path between their nest and 

food resource, in the existence of alternate paths 

between the two. This ant behavior was first 

formulated and arranged as Ant System (AS) by 

Dorigo et al. [14][15]. Based on the AS algorithm, 

the Ant Colony Optimization (ACO) algorithm was 

proposed [16]. In ACO algorithm, the optimization 

problem can be expressed as a formulated graph G = 

(C; L), where C is the set of components of the 

problem, and L is the set of possible connections or 

transitions among the elements of C. 

 

Particle Swarm Optimization 

PSO is a global optimization search algorithm 

introduced by Kennedy and Eberhart. It is an 

evolutionary computation technique discovered 

through simulation of collective social behavior such 

as bird flocking and fish schooling [17]. In PSO, 

particles represent candidate solutions in a solution 

space, and the optimal solution is found through 

moving the particles in the solution space. Individual 

particle flies through S-dimensional search space 

with velocity dynamically adjusted according to its 

own flying experience and its group’s flying 

experience. The velocity and position of the particles 

are adjusted according to the following equation: 

Vid(t)=W.Vid(t-1+C1.R1.(Pid(t-1)-Xid(t-1)) +……+…. 
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Xid(t)=Xid(t-1) + Vid(t-1) 

Where d represents the value 1,2,3…. t represents the 

looping; Vi and Xi are the velocity and position of 

the ith particle; Pi is the previous personal best 

position of particle i and is called pbest; Pg is the 

previous best position of all the particles and is called 

gbest; W is the inertia weight; C1 and C2 are positive 

constants, and R1, R2. 

 

Genetic Algorithm 

Genetic algorithms work with a population of the 

potential solutions[18]. In computing terms, genetic 

algorithms map strings of numbers to each potential 

solution. Each solution becomes an individual in the 

population, and each string becomes a representation 

of an individual [18]. There should be a way to derive 

each individual from its string representation. The 

genetic algorithm then manipulates the most 

promising strings in its search for an improved 

solution. This algorithm follows the following cycle. 

1. Creation of a population of strings. 

2. Evaluation of each string. 

3. Selection of the best strings. 

4. Genetic manipulation to create a new population of 

strings. 

 

4. Literature Review 
 

In 2010 Ashutosh Dubey et al. [19] proposed a novel 

data mining algorithm named J2ME-based Mobile 

Progressive Pattern Mine (J2MPP-Mine) for effective 

mobile computing. In J2MPP-Mine, they first 

propose a subset finder strategy named Subset-Finder 

(S-Finder) to find the possible subsets for prune. 

Then, they propose a Subset pruner algorithm 

(SBPruner) for determining the frequent pattern. 

Furthermore, they proposed the novel prediction 

strategy to determine the superset and remove the 

subset which generates a less number of sets due to 

different filtering pruning strategy. Finally, through 

the simulation their proposed methods were shown to  

deliver excellent performance in terms of efficiency, 

accuracy and applicability under various system 

conditions. Means if optimization is achieved the 

data mining is also easily supported on mobile 

devices. 

 

In 2012, Nikhil Jain et al. [12] discuss about 

Association rule mining. They suggest that 

association rule play important rule in market data 

analysis and also in medical diagnosis of correlated 

problem. For the generation of association rule 

mining various technique are used such as Apriori 

algorithm, FP-growth and tree based algorithm. Some 

algorithms are wonder performance but generate 

negative association rule and also suffered from 

Superiority measure problem. They proposed a multi-

objective association rule mining based on genetic 

algorithm and Euclidean distance formula. In this 

method we find the near distance of rule set using 

Euclidean distance formula and generate two class 

higher class and lower class .the validate of class 

check by distance weight vector.  

 

In 2012, Ashutosh Dubey et al. [20] Proposes an 

efficient method for knowledge discovery which is 

based on subset and superset approach. In this 

approach they also use dynamic minimum support so 

that we reduce the execution time. A frequent 

superset means it contains more transactions then the  

minimum support. It utilize the concept that if the 

item set is not frequent but the superset may be 

frequent which is consider for the further data mining 

task. By this approach we can also find improved 

association, which shows that which item set is most 

acceptable association with others. A frequent subset 

means it contains less transactions then the minimum 

support. It utilizes the behavior that the less count 

may be frequent if we attached the less count with the 

higher order set. Here we also provide the flexibility 

to find multiple minimum supports which is useful 

for comparison with associated items and dynamic 

support range. Their algorithm provides the 

flexibility for improved association and dynamic 

support. Comparative result shows the effectiveness 

of their algorithm. 

 

In 2012, Preeti Khare et al. [21] discusses that 

importance of data mining is increasing exponentially  

since last decade and in recent time where there is 

very tough competition in the market where the 

quality of information and information on time play a 

very crucial role in decision making of policy has 

attracted a great deal of attention in the information 

industry and in society as a whole. They use density 

minimum support so that they reduce the execution 

time. A frequent superset means it contains more 

transactions then the minimum support. It utilize the 

concept that if the item set is not frequent but the 

superset may be frequent which is consider for the 

further data mining task. By this approach they can 

store the transaction on the daily basis, then they 

provide three different density zone based on the 

transaction and minimum support which is low(L), 

Medium(M),High(H). Based on this approach they 

categorize the item set for pruning. Their approach is 

based on apriori algorithm but provides better 

reduction in time because of the prior separation in 
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the data, which is useful for selecting according to 

the density wise distribution in India.  

 

In 2012, Leena A Deshpande et al. [22] discusses 

about Semi-structured data which are a huge amount 

of complex and heterogeneous data sets. Such models 

capture data that are not intentionally structured, but 

are structured heterogeneously. These databases 

evolve so quickly like run time report generated by 

ERPs, World-Wide Web with its HTML pages, text  

files, bibliographies, various logs generated etc. 

These huge and varied become difficult to retrieve 

relevant information User is often interested in 

integrating various formats (like in biomedical data 

text, image or structured) that are generally realized  

as files, and also wants to access them in an 

integrated fashion. Users not only query the data to 

find a particular piece of information, but he is also 

keen in knowing better understanding of the query. 

Because of this variety, semi-structured DBs do not 

come with a conceptual schema.  

 

In 2012, Smruti Rekha Das et al. [23] discusses about 

Support vector machine (SVM) which has become an  

increasingly popular tool for machine learning tasks 

involving classification, regression or novelty 

detection. SVM is able to calculate the maximum 

margin (separating hyper-plane) between data with 

and without the outcome of interest if they are 

linearly separable. To improve the generalization 

performance of SVM classifier optimization 

technique is used. According to the authors 

Optimization refers to the selection of a best element 

from some set of available alternatives. Particle 

swarm optimization (PSO) is a population based 

stochastic optimization technique where the potential 

solutions, called particles, fly through the problem 

space by following the current optimum particles. 

They used Principal Component Analysis (PCA) for 

reducing features of breast cancer, lung cancer and 

heart disease data sets and an empirical comparison 

of kernel selection using PSO for SVM is used to 

achieve better performance. This paper focused on 

SVM trained using linear, polynomial and radial 

basis function (RBF) kernels and applying PSO to 

each kernels for each data set to get better accuracy. 

 
In 2012, Sanat Jain et al. [24] present an Apriori-

based algorithm that is able to find all valid positive 

and negative association rules in a support confidence 

framework. The algorithm can find all valid 

association rules quickly and overcome some 

limitations of the previous mining methods. The 

complexity and large size of rules generated after 

mining have motivated researchers and practitioners 

to optimize the rule, for analysis purpose. Their 

optimization done using Genetic Algorithm. 

 

5. Analysis 
 

After analyzing several research works in this 

direction, we come with following analysis: 

1) Optimize association rules are also useful in 

the case of mobile data mining. 

2) We can apply ACO and PSO for rule 

optimization. 

3) Genetic algorithm is already applied in case 

of rule optimization [24]. 

4) Data partitioning is also needed, so that it 

can maintain the partitioning speed. 

5) Subset and superset based distribution is 

also useful in the case of rule reduction. 

 

6. Conclusion and Future 

Suggestions 
 

In this paper we survey about association rule 

mining, negative and positive rule generation and 

optimization. We discuss different optimization 

methods. We also survey related research in the 

direction of rule optimization and provide the 

analysis. Based on this we suggest some further 

suggestions which are as follows: 

1) Rule optimization can be applied using ACO 

and PSO and compare with the genetic 

algorithm. 

2) After applying rule optimization, we can 

obtain reduced rules which are helpful in the 

case of handheld device. 

3) Rule optimization is also done after 

partitioning. 
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