Apriori and Ant Colony Optimization of Association Rules

Anshuman Singh Sadh¹, Nitin Shukla²

Abstract

Association Rule mining is one of the important and most popular data mining technique. Association rule mining can be efficiently used in any decision making processor decision based rule generation. In this paper we present an efficient mining based optimization techniques for rule generation. By using apriori algorithm we find the positive and negative association rules. Then we apply ant colony optimization algorithm (ACO) for optimizing the association rules. Our results show the effectiveness of our approach.
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1. Introduction

Data Mining is expected to relieve current mining methods from the sequential bottleneck, and provide the ability to scale to massive data sets and improve the response time [1]. Data mining has been a powerful technique in analyzing and utilizing data in today's information-rich society. However, privacy is nowadays a major concern in data mining applications, which has led to a new research area, privacy preserving data mining. A large amount of research work has been devoted to this area, and resulted in such techniques as k-anonymity [2], data perturbation [3], [4], [5], [6], and data mining based on [7], [8].

Association Rule Mining (ARM) is one of the most used research are in data mining. ARM can be used for discovering hidden relationship between items. By given a user-specified threshold, also known as minimum support, the mining of association rules can discover the complete set of frequent patterns. That is, once the minimum support is given, the complete set of frequent patterns is determined [9]. In order to retrieve more correlations among items, users may specify a relatively lower minimum support [9].

Such a lower support often generates a huge amount of frequent patterns; but most of the patterns are already known or not interested to users. It is a tedious task for users to filter out these valueless patterns.

ARM is also studied in terms of market basket analysis, which is the analysis of the itemset which can be analyzed after the customer purchasing in the mall [9]. It is just like the analysis of the customer of purchasing behavior. Association rules also used in various areas such as telecommunication networks, market, risk management and inventory control etc. [9][10].

In [11] author suggests that Data mining [1] is used everywhere and large amounts of information are gathered: in business, to analyses client behavior or optimize production and sales [2]. This signifies the research direction in several fields. We can use ARM and data mining application in health care, medical database, classification and combining these techniques with other approach extensively increases the potential behavior and applicability.

In [12] author suggests that many of the researchers are generally focused on finding the positive rules only but they not find the negative association rules. But it is also important in analysis of intelligent data. It works in the opposite manner of positive rule finding. But problem with the negative association rule is it uses large space and can take more time to generate the rules as compare to the traditional mining association rule [12]. So better optimization technique can find a better solution in the above direction.

We provide here the overview of ARM. Other sections are arranged in the following manner: Section 2 introduces literature review; Section 3 discusses about proposed work; Section 4 describes the result analysis; section 5 shows the conclusion.

2. Literature Review

In 2010 Ashutosh Dubey et al. [13] proposed a novel data mining algorithm named J2ME-based Mobile Progressive Pattern Mine (J2MPP-Mine) for effective mobile computing. In J2MPP-Mine, they first...
propose a subset finder strategy named Subset-Finder (S-Finder) to find the possible subsets for prune. Then, they propose a Subset pruner algorithm (SBPruner) for determining the frequent pattern. Furthermore, they proposed the novel prediction strategy to determine the superset and remove the subset which generates a less number of sets due to different filtering pruning strategy. Finally, through the simulation their proposed methods were shown to Deliver excellent performance in terms of efficiency, accuracy and applicability under various system conditions. Means if optimization is achieved the data mining is also easily supported on mobile devices.

In 2012, Nikhil Jain et al. [12] discuss about Association rule mining. They suggest that association rule play important role in market data analysis and also in medical diagnosis of correlated problem. For the generation of association rule mining various technique are used such as Apriori algorithm, FP-growth and tree based algorithm. Some algorithms are wonder performance but generate negative association rule and also suffered from Superiority measure problem. They proposed a multi-objective association rule mining based on genetic algorithm and Euclidean distance formula. In this method we find the near distance of rule set using Euclidean distance formula and generate two class higher class and lower class .the validate of class check by distance weight vector.

In 2012, Ashutosh Dubey et al. [14] Proposes an efficient method for knowledge discovery which is based on subset and superset approach. In this approach they also use dynamic minimum support so that we reduce the execution time. A frequent superset means it contains more transactions then the minimum support. It utilize the concept that if the item set is not frequent but the superset may be frequent which is consider for the further data mining task. By this approach we can also find improved association, which shows that which item set is most acceptable association with others. A frequent subset means it contains less transactions then the minimum support. It utilizes the behavior that the less count may be frequent if we attached the less count with the higher order set. Here we also provide the flexibility to find multiple minimum supports which is useful for comparison with associated items and dynamic support range. Their algorithm provides the flexibility for improved association and dynamic support. Comparative result shows the effectiveness of their algorithm.

In 2012, Preeti Khare et al. [15] discusses that importance of data mining is increasing exponentially since last decade and in recent time where there is very tough competition in the market where the quality of information and information on time play a very crucial role in decision making of policy has attracted a great deal of attention in the information industry and in society as a whole. They use density minimum support so that they reduce the execution time. A frequent superset means it contains more transactions then the minimum support. It utilize the concept that if the item set is not frequent but the superset may be frequent which is consider for the further data mining task. By this approach they can store the transaction on the daily basis, then they provide three different density zone based on the transaction and minimum support which is low(L), Medium(M),High(H). Based on this approach they categorize the item set for pruning. Their approach is based on apriori algorithm but provides better reduction in time because of the prior separation in the data, which is useful for selecting according to the density wise distribution in India.

In 2012, Leena A Deshpande et al. [16] discusses about Semi-structured data which are a huge amount of complex and heterogeneous data sets. Such models capture data that are not intentionally structured, but are structured heterogeneously. These databases evolve so quickly like run time report generated by ERPs, World-Wide Web with its HTML pages, text files, bibliographies, various logs generated etc. These huge and varied become difficult to retrieve relevant information User is often interested in integrating various formats (like in biomedical data text, image or structured) that are generally realized as files, and also wants to access them in an integrated fashion. Users not only query the data to find a particular piece of information, but he is also keen in knowing better understanding of the query. Because of this variety, semi-structured DBs do not come with a conceptual schema.

In 2012, Smruti Rekha Das et al. [17] discusses about Support vector machine (SVM) which has become an increasingly popular tool for machine learning tasks involving classification, regression or novelty detection. SVM is able to calculate the maximum margin (separating hyper-plane) between data with and without the outcome of interest if they are linearly separable. To improve the generalization performance of SVM classifier optimization technique is used. According to the authors Optimization refers to the selection of a best element
from some set of available alternatives. Particle swarm optimization (PSO) is a population based
d stochastic optimization technique where the potential
solutions, called particles, fly through the problem
space by following the current optimum particles. They used Principal Component Analysis (PCA) for
reducing features of breast cancer, lung cancer and heart disease data sets and an empirical comparison
of kernel selection using PSO for SVM is used to
achieve better performance. This paper focused on
SVM trained using linear, polynomial and radial basis function (RBF) kernels and applying PSO to
each kernels for each data set to get better accuracy.

In 2012, Sanat Jain et al. [18] present an Apriori-
based algorithm that is able to find all valid positive
and negative association rules in a support confidence
framework. The algorithm can find all valid association rules quickly and overcome some
limitations of the previous mining methods. The complexity and large size of rules generated after
mining have motivated researchers and practitioners
to optimize the rule, for analysis purpose. Their
optimization done using Genetic Algorithm.

In 2011, Huang Qiu-yong et al. [19] present an
Apriori’s optimization algorithm. The algorithm first
uses the order character of itemsets to reduce the
times of comparison and connection when it connects
and generates the candidate item sets, then
compresses the candidate item sets according to the
following situation: whether the number of element
"a" in the frequent K-item sets is less than K. It
improves the efficiency of mining association rules.

In 2013, Anshuman Singh Sadh et al. [20] survey
several aspects of optimization techniques by which
they can optimize the association rules. So the main
motivation of their survey is to find the ways to
minimize the rule generation.

3. Proposed Work

In our approach we use different data set for analysis.
For finding positive and negative association rules we
use apriori algorithm [21].

Apriori Algorithm [21]
Assumptions

- **Itemset**: a set of items
- **k-itemset**: an itemset which consists of k items
- **Frequent itemset (i.e. large itemset)**: an itemset
  with sufficient support
- **L_k or F_k**: a set of large (frequent) k-itemsets
- **C_k**: a set of candidate k-itemsets
- **Apriori property**: if an item X is joined with
  item Y, Support(X U Y) = min(Support(X), Support(Y))

//Each iteration i consists of two phases:
1. candidate generation phase:
//Construct a candidate set of large itemsets, i.e. find
all the items that could qualify for further consideration by examining only candidates in set L_{i-1}.
2. candidate counting and selection
//Count the number of occurrences of each candidate itemset
//Determine large itemsets based on predetermined
support, i.e. select only candidates with sufficient support.

Set L_k is defined as the set containing the frequent k
itemsets which satisfy
Support > threshold.

\[ L_k \times L_k = \{ X \cup Y, \text{where } X, Y \text{ belong to } L_k \text{ and } |X \cap Y| = k-1 \} \]

find all frequent itemsets
\[
\text{Apriori(database D of transactions, min\_support)}
\]

\[
F_1 = \{ \text{frequent 1-itemsets} \}
\]

\[
k = 2
\]

while \( F_{k-1} \neq \text{EmptySet} \)

\[
C_k = \text{AprioriGeneration}(F_{k-1})
\]

for each transaction t in the database D{

\[
C_t = \text{subset}(C_k, t)
\]

for each candidate c in C_t {

\[
\text{count}_c++
\]

}\n
\[
F_k = \{ c \text{ in } C_k \text{ such that } \text{count}_c \geq \text{min\_support} \}
\]

\[
k++
\]

\[
F = U_{k \geq 1} F_k
\]

After finding the positive and negative rules we then
apply the ant colony optimization algorithm. The Ant
Colony Optimization algorithm is mainly inspired by
the experiments run by Goss et al. [22] which using a
grouping of real ants in the real environment. They
study and observe the behavior of those real ants and
suggest that the real ants were able to select the
shortest path between their nest and food resource, in
the existence of alternate paths between the two. This ant
behavior was first formulated and arranged as Ant
System (AS) by Dorigo et al. [23][24]. Based on the AS algorithm, the Ant Colony Optimization (ACO) algorithm was proposed [25]. In ACO algorithm, the optimization problem can be expressed as a formulated graph $G = (C; L)$, where $C$ is the set of components of the problem, and $L$ is the set of possible connections or transitions among the elements of $C$.

ACO Algorithm [23][24]
1. Each ant searches for a minimum cost feasible partial solution.
2. An ant $k$ has a memory $M_k$ that it can use to store information on the path it followed so far. The stored information can be used to build feasible solutions, evaluate solutions and retrace the path backward.
3. An ant $k$ can be assigned a start state $s_{ks}$ and more than one termination conditions $e_k$.
4. Ants start from a start state and move to feasible neighbor states, building the solution in an incremental way. The procedure stops when at least one termination condition $e_k$ for ant $k$ is satisfied.
5. An ant $k$ located in node $i$ can move to node $j$ chosen in a feasible neighborhood $N_{ki}$ through probabilistic decision rules. This can be formulated as follows:
   An ant $k$ in state $s_r =< s_r-1; i >$ can move to any node $j$ in its feasible neighborhood $N_{ki}$, defined as $N_{ki} = \{ j \mid (j \in Ni) \land (s_r, j \in S) \} s_r \in S$, with $S$ is a set of all states.
6. A probabilistic rule is a function of the following.
   a) The values stored in a node local data structure $A_i = [a_{ij}]$ called ant routing table obtained from pheromone trails and heuristic values,
   b) The ant’s own memory from previous iteration, and
c) The problem constraints.
7. When moving from node $i$ to neighbour node $j$, the ant can update the pheromone trails $t_{ij}$ on the edge $(i, j)$.
8. Once it has built a solution, an ant can retrace the same path backward, update the pheromone trails and die.

4. Result Analysis

For showing the effectiveness of the above algorithm, we taken the below example of table 1.

Table 1: Sample Database

<table>
<thead>
<tr>
<th>Transaction</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Then we apply Apriori algorithm. In each step candidate itemsets are generated and counted on-the-fly as the database is scanned and we find the support on each step.

Support shows the frequency of the patterns in the rule; it is the percentage of transactions that contain both of the transactions.

\[
\text{Support} = \frac{\text{Probability}(A \text{ and } B)}{\text{(total number of transactions)}}
\]

The frequent item sets in $L_1$ are shown below. The first column lists the item, the second lists the support of the item. Item $A, B$ in the first row, for example, appears in 4 transactions in Table 1 (transactions D4, D5, D6 and D7). This represents 57.14% of the 7 total transactions.

Table 2: Frequent Item set $L_1$

<table>
<thead>
<tr>
<th>Itemset</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>57.14</td>
</tr>
<tr>
<td>B</td>
<td>57.14</td>
</tr>
<tr>
<td>C</td>
<td>42.86</td>
</tr>
<tr>
<td>D</td>
<td>42.86</td>
</tr>
<tr>
<td>E</td>
<td>14.29</td>
</tr>
<tr>
<td>F</td>
<td>14.29</td>
</tr>
<tr>
<td>G</td>
<td>14.29</td>
</tr>
</tbody>
</table>

The frequent item sets in $L_2$ are shown below. The first column lists the item; the second lists the support of the item. Item $AB$ in the first row, for example, appears in 1 transaction in Table 1 (transactions D4). This represents 14.29% of the 7 total transactions.

Table 3: Frequent Item set $L_2$

<table>
<thead>
<tr>
<th>Itemset</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>14.29</td>
</tr>
<tr>
<td>AC</td>
<td>14.29</td>
</tr>
<tr>
<td>AD</td>
<td>28.57</td>
</tr>
<tr>
<td>AE</td>
<td>14.29</td>
</tr>
</tbody>
</table>
The frequent item sets in $L_3$ are shown below. The first column lists the item; the second lists the support of the item. Item $ABC$ in the first row, for example, appears in 1 transaction in Table 1 (transactions D4). This represents 14.29% of the 7 total transactions.

Table 4: Frequent Item set $L_3$

<table>
<thead>
<tr>
<th>Itemset</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC</td>
<td>14.29</td>
</tr>
<tr>
<td>ABD</td>
<td>14.29</td>
</tr>
<tr>
<td>ABE</td>
<td>0</td>
</tr>
<tr>
<td>ABF</td>
<td>0</td>
</tr>
<tr>
<td>ABG</td>
<td>0</td>
</tr>
<tr>
<td>ACD</td>
<td>14.29</td>
</tr>
<tr>
<td>ACE</td>
<td>0</td>
</tr>
<tr>
<td>ACF</td>
<td>0</td>
</tr>
<tr>
<td>ACG</td>
<td>0</td>
</tr>
<tr>
<td>ADE</td>
<td>0</td>
</tr>
<tr>
<td>ADF</td>
<td>0</td>
</tr>
<tr>
<td>ADG</td>
<td>0</td>
</tr>
<tr>
<td>AEF</td>
<td>14.29</td>
</tr>
<tr>
<td>AEG</td>
<td>14.29</td>
</tr>
<tr>
<td>AFG</td>
<td>14.29</td>
</tr>
<tr>
<td>BCD</td>
<td>28.57</td>
</tr>
<tr>
<td>BCE</td>
<td>0</td>
</tr>
<tr>
<td>BCF</td>
<td>0</td>
</tr>
<tr>
<td>BCG</td>
<td>0</td>
</tr>
<tr>
<td>BDE</td>
<td>0</td>
</tr>
<tr>
<td>BDF</td>
<td>0</td>
</tr>
<tr>
<td>BDG</td>
<td>0</td>
</tr>
<tr>
<td>BEF</td>
<td>0</td>
</tr>
<tr>
<td>BEG</td>
<td>0</td>
</tr>
</tbody>
</table>

The frequent item sets in $L_4$ are shown below. The first column lists the item; the second lists the support of the item. Item $ABCD$ in the first row, for example, appears in 1 transaction in Table 1 (transactions D4). This represents 14.29% of the 7 total transactions.

Table 5: Frequent Item set $L_4$

<table>
<thead>
<tr>
<th>Itemset</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABCD</td>
<td>14.29</td>
</tr>
<tr>
<td>ABCE</td>
<td>0</td>
</tr>
<tr>
<td>ABCF</td>
<td>0</td>
</tr>
<tr>
<td>ABCG</td>
<td>0</td>
</tr>
<tr>
<td>ABDE</td>
<td>0</td>
</tr>
<tr>
<td>ABDF</td>
<td>0</td>
</tr>
<tr>
<td>ABDG</td>
<td>0</td>
</tr>
<tr>
<td>ABEF</td>
<td>0</td>
</tr>
<tr>
<td>ABEG</td>
<td>0</td>
</tr>
<tr>
<td>ABFG</td>
<td>0</td>
</tr>
<tr>
<td>ACDE</td>
<td>0</td>
</tr>
<tr>
<td>ACF</td>
<td>0</td>
</tr>
<tr>
<td>ACD</td>
<td>0</td>
</tr>
<tr>
<td>ACE</td>
<td>0</td>
</tr>
<tr>
<td>ACB</td>
<td>0</td>
</tr>
<tr>
<td>ACF</td>
<td>0</td>
</tr>
<tr>
<td>ADE</td>
<td>0</td>
</tr>
<tr>
<td>ADF</td>
<td>0</td>
</tr>
<tr>
<td>AEG</td>
<td>0</td>
</tr>
<tr>
<td>AEF</td>
<td>14.29</td>
</tr>
<tr>
<td>AFG</td>
<td>14.29</td>
</tr>
<tr>
<td>BCD</td>
<td>0</td>
</tr>
<tr>
<td>BCD</td>
<td>0</td>
</tr>
<tr>
<td>BCDG</td>
<td>0</td>
</tr>
<tr>
<td>BCE</td>
<td>0</td>
</tr>
<tr>
<td>BCEF</td>
<td>0</td>
</tr>
<tr>
<td>BCEG</td>
<td>0</td>
</tr>
<tr>
<td>BCF</td>
<td>0</td>
</tr>
<tr>
<td>BDF</td>
<td>0</td>
</tr>
<tr>
<td>BDE</td>
<td>0</td>
</tr>
<tr>
<td>BDG</td>
<td>0</td>
</tr>
<tr>
<td>BEF</td>
<td>0</td>
</tr>
<tr>
<td>BEFG</td>
<td>0</td>
</tr>
</tbody>
</table>
Then we consider only those sets which are frequent. For the above example we consider the minimum support value as 50%. So only those set which are greater than or equal to 50% are in positive category and all other in the negative category. This phenomenon is shown in figure 1. So we clearly understand that only A and B are in positive set and rest of the items is in negative set.

![Figure 1: Positive and Negative Association](image)

The percentage of A and B before applying optimization is 57.14, when we apply optimization we achieve the optimization of 94% as shown in table 9. This phenomenon is also shown in figure 2 and figure 3.

<table>
<thead>
<tr>
<th>Column</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.94</td>
</tr>
<tr>
<td>B</td>
<td>0.94</td>
</tr>
</tbody>
</table>

The percentage of C, D, E, F and G before applying optimization is 42.86, 42.86, 14.29, 14.29 and 14.29, when we apply optimization we achieve the optimization as shown in table 10. This phenomenon is also shown in figure 4 and figure 5.

<table>
<thead>
<tr>
<th>Column</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.4286</td>
</tr>
<tr>
<td>D</td>
<td>0.4286</td>
</tr>
<tr>
<td>E</td>
<td>0.5714</td>
</tr>
<tr>
<td>F</td>
<td>0.5714</td>
</tr>
<tr>
<td>G</td>
<td>0.5714</td>
</tr>
</tbody>
</table>

By the below results we can proof that by applying optimization can provide better optimization association rules.
5. Conclusions

In this paper we apply apriori and ant colony optimization technique to achieve the positive and negative association rule optimization. By our approach we achieve better optimization as we discuss in the result section.
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