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Abstract  
 

Viterbi decoders are used in wide variety of 

communication applications. In this paper, we focus 

on different types of VHDL implementations of 

Viterbi decoder. The two approaches of 

Implementation of Viterbi decoder are register-

exchange approach and trace back approach. There 

are two methods in trace back approach i.e. shift 

update and selective update. The behaviour of a 

Viterbi decoder is described in VHDL. A gate level 

circuit was obtained from the behavioural 

description through logic synthesis. We compared 

the performance characteristics of all approaches in 

terms of speed, area consumption, power and 

specific hardware components used by that 

particular design. Our experimental results show 

that the performance characteristics of selective 

update method are better compared to register-

exchange and shift update method in terms of area 

and power consumption. In contrast, the 

performance characteristics of register-exchange 

method are better compared to selective update and 

shift update method in terms of speed. 
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1. Introduction 
 

A wireless cellular standard for CDMA (code 

division multiple access), IS95 employs 

convolutional coding. The hardware complexity of a 

Viterbi decoder is proportional to the number of 

states in the trellis, which is equal to the number of 

states of the corresponding convolutional encoder. 

For instance, the CDMA standard IS-95 employs a 

convolutional encoder with 8 states. Hence, a Viterbi 

decoder for the CDMA system has 256 states in the 

trellis, which results in complex hardware and high 

power dissipation unless designed properly for low 

power dissipation.  
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The design of high performance Viterbi decoders has 

been investigated intensively in the past three 

decades [1], [5], [7], [10], [11], [12]. Recently, the 

low power design of Viterbi decoders has been an 

important issue for mobile and portable applications. 

Numerous techniques to reduce power dissipation 

have been proposed, and we review three recent 

works briefly. Chan, Lee, Lin and Chen implemented 

an adaptive Viterbi decoder based on an earlier work 

[2]. The adaptive decoder discards some states (in the 

trellis) with high path metrics dynamically during the 

decoding process. Seki et al. and Lang et al. 

suggested the use of a scarce state transition (SST) 

scheme [3]. The scheme employs a simple pre-

decoder followed by a pre-encoder to minimize 

signal transitions at the input of a conventional 

Viterbi decoder, which leads to dynamic power 

dissipation. Kang and Wilson studied various issues 

in designing a low-power Viterbi decoder for the IS-

95 CDMA system [5]. Their decoder employs 

various low-power design schemes such as state 

partition, gated control and gray coding. In this paper, 

we focus on different types of VHDL 

implementations of Viterbi decoder and analyse their 

performance characteristics. 

 

2. Viterbi Decoder 
 

In this section, we describe key parameters and the 

architecture of Viterbi decoders considered in the 

paper. We also explain two different methods for 

management of survivor path information and a block 

diagram of a Viterbi decoder. 

 

2.1 Parameters of the proposed Viterbi 

decoder 

The IS-95 CDMA system employs a 256 state 

convolutional encoder with a rate of r=1/2 in the 

forward link and convolutional encoder with the 

same number of states but with a reduced rate r=1/3 

in the reverse link. In this paper, we consider a small-

sized Viterbi decoder, which corresponds to a scaled- 

down version of IS-95 convolutional encoder in the 

reverse link, a 16 state encoder with a rate of r=1/3. 

The number of symbols in a frame for IS-95 is as 

high as 192, but we limit the number of symbols to 

20 for our Viterbi decoder.  
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2.2 Management of survivor path 

information 

Two basic approaches used to record survivor paths 

are register-exchange and trace back [1]. We describe 

the two approaches in detail. 

 

In trace back, the survivor branch of each state is 

recorded. Using the one-bit information of each state, 

it is possible to trace back the survivor path starting 

from the final state ( which is identical to initial state 

for the viterbi decoders considered in this paper).  

 

Figure 1. describes the trace back approach [13]. For 

simplicity, only the significant bits of registers are 

shown in the figure. As in the register-exchange 

approach, a register is assigned to each state. Each 

register contains the past history of survivor 

branches, „1‟ for the upper branch and „0‟ for the 

lower branch in the figure. As the decoding process 

proceeds, new bits for survivor path information are 

appended to the existing one. 

 

 
 

Figure 1: an example of trace back approach 

 

In the register-exchange, a register assigned to each 

state contains information bits for the survivor path 

from the initial state to the current state. In fact, the 

register keeps the partially along the path, as 

illustrated in Figure 2 [13]. The register of state S1 at 

t=3 contains „101‟, which is the decoded output 

sequence along the bold path from the initial state. 

 

 
 

Figure 2: an example of register-exchange 

approach 

 

The survivor path information is applied to the least 

significant bit of each register, and all the registers 

form a left shift operation at each stage to make room 

for next bits . Hence, each register fills in the 

survivor path information from the least significant 

bit towards the most significant bit.  This scheme is 

called shift update. The shift update is simple in 

implementation but causes high switching activity 

due to the shift operation and, hence, results in high 

power dissipation. 

 

2.3 System architecture 

The major building blocks of a Viterbi decoder are 

shown in Figure 3. The role of each block is briefly 

described below. 

 

 
 

Figure 3 : Block diagram of a Viterbi decoder 

 

Input and Output Interface: Input and Output 

interface blocks, provide the interface, including a 

serial to parallel conversion and vice versa. 
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Branch metric storage: The block calculates the 

branch metrics of each stage in the trellis, and a 

branch metric is calculated as the hamming distances 

between the received symbol and the expected 

symbol. 

 

Path metric storage: The block stores the path 

metric of each state at the current stage. 

ACS: The ACS (Add-Compare-Select) block is a 

collection of ACS units. An ACS unit receives two 

branch metrics and two path metrics. It adds each 

incoming branch metric to the corresponding path 

metric and compares the two results to select a 

smaller one. The path metric of the state is updated 

with the selected one. An ACS unit can be time-

shared between multiple modules, but it incurs more 

power dissipation due to the control circuitry. One 

ACS unit is assigned to each state in our designs. 

 

Survivor path storage: The block is a bank of 

registers, which record the survivor path of each state 

selected by the ACS module. A register is assigned to 

each state and the number of registers is equal to 

frame length (which is 20 in our Viterbi decoder) 

 

Output generator: This block generates the decoded 

output sequence. It is trivial for the register-exchange 

approach since the decoded output is the content of 

the register of the final state. In the trace back 

approach, the block incorporates combinational logic, 

which traces back along the survivor path starting 

from the final state and generates the decoded output 

corresponding to the path. 

 

3. Low power design 
 

We explained two basic approaches used to record 

survivor paths: register-exchange and trace back. 

Both methods cause substantial switching activity 

and hence are inefficient in power dissipation. In this 

section, we discuss about a method through which we 

can reduce area consumption and in turn power 

dissipation. 

 

In the trace back approach, one flip-flop is necessary 

to record the survivor branch for each state per stage. 

The shift update scheme forms a shift register for 

each state by collecting the flip-flops in the 

horizontal direction as shown in Figure 4 (b). The 

survivor branch information is filled into the least 

significant bits of registers. There is another method 

called selective update, in which registers are 

formed vertically as shown in Figure 4 (a). In this 

method, the survivor branch information is filled into 

registers from left to right as time progresses.  

 
 

Figure 4: Shift update Versus Selective update 

 

The key difference between two schemes is that the 

content of a register in the selective update method 

does not change once it is updated. Hence, the 

register incurs less switching activity, thus reducing 

power dissipation.  

 

3.1 Toggle filtering of the Output generation 

block 

The output generator block in the trace back 

approach traces back the survivor path after all the 

symbols have been received and generates the 

decoded output sequence. The block is a 

combinational circuit, which can be active during 

only one clock cycle as shown in Figure 5. 

 
 

Figure 5: Activation of the output generator block 

 

A block diagram of the output generation block is 

shown in Figure 6. Ignoring the AND gates with an 

enable input for time being, the block receives inputs 

from the survivor storage block containing the 

survivor path information. The block traces the 

survivor path at the end of the frame and generates 

the decoded output sequence. The decoded output 

sequence is loaded into a register at the first clock. 
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Figure 6: A block diagram of the output generator 

 

Since the registers update the survivor path 

information progressively throughout the entire 

frame, the output generator receives spurious inputs, 

which causes unnecessary switching activity to 

dissipate power. The toggle filtering method blocks 

spurious inputs applied to the block. The array of 

AND gates and the enable signal shown in Figure 6 

are introduced for this purpose. The enable signal is 

activated during one clock period at the end of frame 

as shown in Figure 6. 

 

Since the registers update the survivor path 

information progressively throughout the entire 

frame, the output generator receives spurious inputs, 

which causes unnecessary switching activity to 

dissipate power. The toggle filtering method blocks 

spurious inputs applied to the block. The array of 

AND gates and the enable signal shown in Figure 6 

are introduced for this purpose. The enable signal is 

activated during one clock period at the end of frame 

as shown in Figure 6. 

 

4. Experimental Results 
 

The behaviour of a Viterbi decoder is described in 

VHDL. A gate level circuit was obtained from the 

behavioural description through logic synthesis. We 

focussed on four different types of implementations 

of Viterbi decoder i.e. register-exchange approach, 

shift update with toggle filtering, selective update 

without toggle filtering and selective update with 

toggle filtering. We compared the performance 

characteristics of all four methods in terms of area 

consumption, speed and specific hardware 

components used by that particular design. In terms 

of area, comparison is in terms of slices, slice flip 

flops and input LUTs. In terms of speed, comparison 

includes Clock period, delay, Minimum clock period 

and minimum input arrival time before clock..In 

terms of power consumption, comparison is in terms 

of dynamic power. We have also studied the 

characteristics of static power. All comparisons with 

respect to above mentioned parameters are indicated 

in Table 1 to 4. The target device for our design is 

Xilinx xc3s400 FPGA device belonging to 

SPARTAN3 family with a speed grade of -5. 

 

4.1 RTL Views 

 
 

Figure 7: RTL Schematic of Viterbi Decoder 
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4.2 Comparison of all four methods in terms 

of area consumption, speed and specific 

hardware components used by that 

particular design 

 

Table 1: Comparison of all four methods in terms 

of area consumption 

 

Parameter Regist

er-

excha

nge 

appro

ach 

Shift-

updat

e with 

toggle 

filteri

ng 

Selective 

update 

without 

toggle 

filtering 

Selective 

update 

with 

toggle 

filtering 

Number of 

slices 

785 439 377 376 

Number of 

Slice Flip-

flops 

446 394 360 360 

Number of 

four input 

LUTs 

1507 807 623 623 

 

Table 2: Comparison of all four methods in terms 

of speed 

 

Paramet

er 

Register

-

exchang

e 

approac

h 

Shift-

update 

with 

toggle 

filtering 

Selectiv

e 

update 

without 

toggle 

filtering 

Selectiv

e 

update 

with 

toggle 

filtering 

Minimum 

period 

12.692 

ns 

25.239 

ns 

24.288 

ns 

24.288 

ns 

Clock 

period 

12.692 

ns 

25.239 

ns 

24.288 

ns 

24.288 

ns 

Delay 12.692 

ns(Level

s of 

logic 

=8) 

25.239 

ns(Leve

ls of 

logic 

=16) 

24.288 

ns(Leve

ls of 

logic 

=15) 

24.288 

ns(Leve

ls of 

logic 

=15) 

Minimum 

input 

arrival 

time 

before 

clock 

12.914 

ns 

14.597 

ns 

14.470 

ns 

14.470 

ns 

 

 

 

 

 

 

 

Table 3: Comparison of all four methods in terms 

of hardware components used 
 

Paramete

r 

Register

-

exchang

e 

approac

h  

Shift-

update 

with 

toggle 

filterin

g 

Selectiv

e 

update 

without 

toggle 

filtering 

Selectiv

e 

update 

with 

toggle 

filtering 

Registers 446 397 360 360 

Flip-flops 446 397 360 360 

Bells 1665 1002 811 810 

Total 

equivalen

t gate 

count for 

design 

13,051 8,546 7,143 7,146 

 

Table 4: Comparison of all three methods in terms 

of dynamic power 

 

Comparison 

Parameter 

Register-

exchange 

approach  

Shift-

update 

method 

Selective 

update 

method 

Dynamic 

power 

2.09 mW 1.55 mW 1.20 mW 

 

4.3 Implementation Observations 

The implementation of Viterbi decoder is illustrated 

in various pictorial views obtained during the process 

of realization i.e. Figure 7 shows the RTL Schematic 

of Viterbi decoder. Table 1 to 4 shows comparisons 

of all four methods in terms of different parameters. 

 

5.  Conclusions 
 

This research work projects the design approach of 

Viterbi decoder. We have observed the simulation 

and synthesis results of all four approaches of Viterbi 

decoder. In terms of area and power consumption, we 

conclude that the selective update method is better 

compared to shift-update and register-exchange 

method. Therefore selective update method results in 

low power. In terms of speed characteristics, we 

conclude that register-exchange method is better 

compared to selective update and shift update 

method. This is because in register-exchange method, 

there is no trace back and hence we obtain decoded 

data faster. In terms of hardware components used, 

we conclude that the selective update method use less 

digital devices compared to shift update and register-

exchange method. 
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