
International Journal of Advanced Computer Research (ISSN (print): 2249-7277   ISSN (online): 2277-7970)  

Volume-3 Number-3 Issue-12 September-2013 

207 

 

Comparative Study of K-means and Robust Clustering 
 

Shashi Sharma
1
, Ram Lal Yadav

2
 

 

Abstract 
 

Data mining is the mechanism of implementing 

patterns in large amount of data sets involving 

methods at the intersection of artificial 

intelligence, machine learning, statistics, and 

database systems. Clustering is the very big area in 

which grouping of same type of objects in data 

mining. Clustering has divided into different 

categories – partitioned clustering and hierarchical 

clustering. In this paper we study two types of 

clustering first is Kmeans which is part of 

partitioned clustering. Kmeans clustering generates 

a specific number of disjoint, flat (non-hierarchical) 

clusters. Second clustering is robust clustering 

which is part of hierarchical clustering. This 

clustering uses Jaccard coefficient instead of using 

the distance measures to find the similarity between 

the data or documents to classify the clusters. We 

show comparison between Kmeans clustering and 

robust clustering which is better for categorical 

data. 
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1. Introduction 
 

Data warehouses an implementation mechanism 

which is being used for database analysis and 

reporting. Data warehouse is a fundamental 

warehouse of data which is created by integrating 

data from one or more distinct sources. Data 

mining is an interdisciplinary field of computer 

science for computational process of finding patterns 

in huge amount of data sets involving methods at the 

intersection of artificial intelligence, statistics, 

machine learning, and database systems. 
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The ultimate aim of the data mining methods is to get 

information from available data and convert it into a 

useful structure which can be us in future. Cluster 

analysis or clustering is the task of grouping a set of 

objects in such a way that objects in the same group 

(called a cluster) is more similar (in some sense or 

another) to each other than to those in other groups. 

A good clustering process can generate high quality 

clusters in which: 

• The similarity between intra-class and intra-

clusters is high. 

• The similarity between inter-classes should 

be low. 

• The performance of a clustering result also 

depends on both the similarity measure used 

by the method and its implementation. 

 

Applications of Clustering 

Clustering has wide applications in 

• Economic Science (especially market 

research). 

• WWW: 

• Document classification 

• Cluster Weblog data to discover 

groups of similar access patterns 

• Pattern Recognition. 

• Spatial Data Analysis:  

• Create thematic maps in GIS by 

clustering feature spaces 

• Image Processing 

 

Categories of clustering 

Clustering is divided into two major categories:- 

 partition clustering 

 hierarchical clustering 

 

Kmeans clustering is a part of partition clustering and 

robust clustering is a part of hierarchical clustering. 

Generally the Partitioned clustering begins with a 

random partitioning. Hierarchical clustering is also 

known as connectivity based algorithm because 

hierarchical clustering matches objects based on the 

distance from clusters. 
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Figure 1: classification of clustering 

 

2. Introduction of Kmeans clustering 
 

K-Means method generates a particular number of 

non-hierarchical, disjoint clusters. It is the best way 

to generating globular clusters. The Kmeans 

clustering is statistical, non-supervised, possibilistic 

and iterative. Kmeans clustering has k clusters 

always. Each cluster always has minimum one item, 

and these clusters are unstructured and they do not 

overlap. Each item of cluster has closer property for 

its cluster with any other cluster because center of 

cluster is not always involved for closeness. Vector 

quantization method of kmeans clustering is used for 

processing of signal. For data mining, we use kmeans 

which is very popular cluster analysis method. 

Kmeans method uses dividing of n samplings for k 

clusters where each sampling is part of nearest mean 

of the cluster. 

 

2.1 Kmeans algorithm process- 

 The dataset is partitioned into K clusters and 

the data points are randomly assigned to the 

clusters resulting in clusters that have 

roughly the same number of data points. 

 For each data point: 

 Calculate the distance from the data 

point to each cluster. 

 If the data point is closest to its 

own cluster, leave it where it is. If 

the data point is not closest to its 

own cluster, move it into the 

closest cluster. 

 Repeat the above step until a complete pass 

through all the data points’ results in no data 

point moving from one cluster to another. At 

this point the clusters are stable and the 

clustering process ends. 

 The choice of initial partition can greatly 

affect the final clusters that result, in terms 

of inter-cluster and intracluster distances and 

cohesion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Kmeans Clustering Process 

 

By using this clustering Result can vary significantly 

depending on initial choice of seeds. This clustering 

is simple and understandable and its items 

automatically assigned to clusters, but it can’t 

produce high quality of clusters. 

 

3. Introduction of Robust clustering 
 

The process for hierarchical clustering can be depend 

as either being agglomerative and bottom-up or 

divisive and top-down, based on how the hierarchical 
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method is used on data sets. Robust hierarchical 

clustering algorithm which follows a more 

comprehensive approach to clustering that is, two 

similar points have similar neighborhoods, and then 

only the two points can be merged together in the 

same cluster. Robust Clustering using performs 

agglomerative hierarchical clustering and explores 

the concept of links for data with categorical 

attributes. Robust clustering method is based on the 

notion of neighbors & links. The goal of clustering is 

to group the similar data together. Robust clustering 

uses Jaccard coefficient because Jaccard’s coefficient 

is a good similarity measure because it can find the 

similarity between the categorical data. For sets A 

and B of keywords used in the documents, the 

Jaccard coefficient may be defined as follows: 

 

Similarity (A, B) = (|A ∩ B|) / (A U B|) 

 

The ROCK algorithm: 

 Initially each point is a separate cluster. 

 The number of links between each pair of 

clusters is computed 

 A goodness measure is calculated for all pair 

of clusters. 

 The pair of clusters whose goodness 

measure is maximums merged 

 The goodness measure between clusters is 

calculated again and the process of merging 

of cluster continues until a user specified 

number of clusters remain 

 A second termination criteria can be that 

links between all the clusters become zero 

 The Goodness Measure: 

 

 

 
 

 

HereCi and Cj are two clusters 

 

Link [Ci, Cj] stores the total number of cross links 

between them. 

 

4. Comparison between Kmeans and 

robust clustering 
 

Kmeans clustering is based on selection number of 

clusters in advance. It does not produce high quality 

clusters. But Robust clustering merges two points to 

the same cluster only when having similar 

neighborhoods. Simply, if clusters are to be 

meaningful, the similarity measure should be selected 

affectively. The target is to maximize the criterion 

function so that the intracluster similarity can be 

maximized and intercluster similarity can be 

minimized. And during clustering, goodness measure 

function helps in merging clusters which have highest 

goodness measure at each step of robust algorithm 

with the intent of maximizing criterion function. 

There is no need for selection of clusters in advance 

because of it works on links and neighbors. 

So robust clustering does produce high quality 

clusters.  Kmeans clustering is not capable to handle 

noisy data and outliers because an object with a very 

huge amount of value may significantly disfigure the 

allocation of the data. But robust clustering use 

Jaccard coefficient for calculating good similarity. By 

using Jaccard coefficient similarity can be fined in 

categorical data. Robust clustering also identified 

some noise which was totally dissimilar with every 

other document. So Kmeans clustering measures for 

categorical data may not suited well than robust 

clustering. In Kmeans clustering different initial 

partitions can result in different final clusters. It is 

helpful to rerun the program using the same as well 

as different K values, to compare the results 

achieved. It does not work well with non-globular 

clusters. Hence robust clustering is well suited for 

categorical data than Kmeans clustering.  

 

Table 1: comparison b/w Kmeans and Robust 

Clustering 

 

 

5. Conclusion and future work 
 

In this paper we study two types of algorithm 

Kmeans and robust clustering. Kmeans is partitioned 

type of clustering and robust is hierarchical 

clustering. We conclude that Kmeans clustering is 

simple and understandable but this clustering 

measure is not suitable for categorical data. Robust 

clustering works on links and neighbors. It uses 

Jaccard function as similarity function to find the 

S.No. K-means Robust 

1. Faster(if k small) Slower 
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based on K cluster 
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3. It produce tighter 

cluster if data is 

globular 
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cluster 
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similarity between categorical data so it is well suited 

for categorical data. In future we will try other 

clustering in my project and extend my work in this 

area.We increase more databases to perform accuracy 

and efficiency using different types clustering.  
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