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Abstract 
 

The growth of internet technology spread a large 

amount of data communication. The communication 

of data compromised network threats and security 

issues. The network threats and security issues raised 

a problem of data integrity and loss of data. For the 

purpose of data integrity and loss of data before 20 

year Anderson developed a model of intrusion 

detection system. Initially intrusion detection system 

work on process of satirical frequency of audit 

system logs. Latter on this system improved by 

various researchers and apply some other approach 

such as data mining technique, neural network and 

expert system. Now in current research trend of 

intrusion detection system used soft computing 

approach such as fuzzy logic, genetic algorithm and 

machine learning. In this paper discuss some method 

of data mining and soft computing for the purpose of 

intrusion detection. Here used KDDCUP99 dataset 

used for performance evaluation for this technique. 
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I. Introduction 
 

The current internet technology suffered from a 

problem of network security and data integrity. For the 

data integrity and network security various application 

software are used such as firewall and other scanning 

antivirus software[1]. The regular monitoring of data 

and network need power full application and software 

such as intrusion detection system (IDS). An intrusion 

detection system gathers and analyzes information 

from various areas within a computer or a network to 

identify possible security breaches, which include both 

intrusions (attacks from outside the organization) and 

misuse (attacks from within the organization)[5]. IDS 

uses vulnerability assessment, which is a technology 

developed to assess the security of a computer system 

or network. For the increasing size of data and 

network the ability of intrusion detection and 

monitoring of file system is compromised [8,9]. 
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For the improvement of performance of intrusion 

detection system categories into two section host 

based intrusion detection system and network based 

intrusion detection system. The intrusion detection 

system at present must be able to detect new 

attacks[21]. Network monitoring systems supervise  

 

the traffic in computer networks and generate alerts 

and trigger suspicious activity, when suspect activities 

are detected. The traditional approach to intrusion 

prevention mostly entails two paradigms, namely, 

misuse intrusion Detection and anomaly intrusion 

detection network detection system. Misuse detection 

systems are most widely used and they detect 

intruders with known patterns. The signature and 

pattern used to classify attacks consist of various 

fields of a network packet, like source address (SA), 

destination address (DA), source and destination ports 

or even a number of key words of the payload of a 

packet[20]. Anomaly detection systems identify 

deviations from normal behaviour and alert to 

potential unknown or novel attacks without having 

any prior knowledge of them. They exhibit higher rate 

of false prediction but they have the ability of 

detecting unknown attacks and perform their task of 

looking for deviations much faster. The elucidation by 

combining both supervised learning technique and 

unsupervised learning technique. They used various 

methods like K Means algorithm for unsupervised 

learning and Naïve Bayes algorithm for supervised 

learning. Data mining is about finding insights which 

are statistically consistent, unidentified previously, 

and actionable from data .This data must be available, 

appropriate, satisfactory, and clean. The data mining 

problems must be well defined and it cannot be solved 

by query and treatment tools, and guide by a data 

mining development model. Application and 

development of specialized machine learning 

techniques is gaining increasing attention in the 

intrusion detection community [12,13]. Soft 

computing is a collection of several methods, which 

aim to exploit tolerance for indistinctness, uncertainty 

and incomplete fact to achieve tractability, robustness 

and low solution, cost. As soft computing techniques 

can also be used for machine learning, different soft 

computing techniques have been used for intrusion 

detection system such as Fuzzy Logic (FL), Artificial 

Neural Networks (ANN), Genetic Algorithms (GA) 

and Clustering and outlier detection. Genetic 

algorithm (GA) field is one of the upcoming fields in 

computer network security, especially in intrusion 

detection systems (IDS)[8]. GA operates on a 
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population of potential solutions applying the 

principle of survival of the fittest to produce better and 

better approximations to the solution of the problem 

that GA is trying to crack. KDD99Cup dataset was 

found to have quite drawbacks as containing missing 

and useless features and impossibility of detection of 

some attacks.KDD99CUP support total 41 features 

and compute them, some of the features are source IP 

address, destination IP address,flag,fragment set, 

services etc. attacks are divided into following 

categories. Denials-of Service (DoS), Probing, User-

to-Root (U2R) and Remote-to-Local (R2L). This 

paper is divided into five sections. Section-I gives the 

introduction of the intrusion detection. Section-II 

gives the related of intrusion detection using soft 

computing and data mining techniques. Problem 

formulations in intrusion detection have been 

reviewed in section-III. In section IV discuss 

KDDCUP99 data set and empirical evaluation 

parameter. Finally, in section-V conclusion and future 

scope. 

 

II. Related Work 
 

In this section discuss related work in current scenario 

intrusion detection technique using soft computing 

and data mining approach. In recent research trend 

soft computing and data mining play a vital role for 

intrusion detection. The role of data mining such as 

clustering classification and rule mining apply for 

detection of known and unknown type of attack, 

Instead of that soft computing implied in form of 

attribute and feature selection process in intrusion 

section system. Some work discuss here in current 

trend. 

 

[1] In this paper Author applied various neural 

network classifier methods for analysis the intrusion 

detection system. Authors used the three types of 

classifiers used are Feed Forward Neural Network 

(FFNN), Probabilistic Neural Network (PNN) and 

Radial Basis Neural Network (RBNN). The feature 

reduction techniques are used to a given KDD Cup 

1999 dataset. The performance of the full featured 

KDD Cup 1999 dataset is compared with that of the 

reduced featured KDD Cup 1999 dataset. This study 

proves that the Probabilistic Neural Networks 

provides better accuracy over Feed Forward Neural 

Network and Radial Basis Neural Network.  

 

[2] In this paper author used techniques for protocol 

type based intrusion detection using neural network .It 

is experimented that the preprocessing phase plays an 

important role on the performance of the learning 

system. It is also observed that applying learning 

algorithms on divided data (with respect to their 

protocol types) enables better performance.  

 

[3] In this paper author proposed an Intrusion 

Detection system (IDS) based Hybrid Evolutionary 

Neural Network (HENN). In order to construct a 

precise model for normal behaviors and achieve better 

detection performance. The genetic algorithm is 

employed to evolve input features, network structure 

and connection weights. The experimental results 

show that the proposed method accomplishes feature 

selection and structure optimization effectively. 

Through the comparative analysis, it can be seen that 

the HENN achieves better detection performance in 

terms of detection rate and false positive rate. 

 

[4] Author used a Lamster neural network method for 

intrusion detection, described as Computer systems 

vulnerabilities such as software bugs are often 

exploited by malicious users to intrude into 

information systems. Authors developed an Intrusion 

Detection System using LAMSTAR neural network to 

learn patterns of normal and intrusive activities and to 

classify observed system activities.  

 

[5] In this paper Author proposed an Ensemble Cluster 

Classification technique using som network for 

detection of mixed variable data generated by 

malicious software for attack purpose in host system. 

In this method SOM network control the iteration of 

distance of different parameters of assembling.  

 

[6] Author proposed here a using SOM for reduce 

alarm in IDS and described as an Intrusion detection 

systems aim to identify attacks with a high detection 

rate and a low false alarm rate. Classification-based 

data mining models for intrusion detection are often 

ineffective in dealing with dynamic changes in 

intrusion patterns and characteristics. Consequently, 

unsupervised learning methods have been given a 

closer look for network intrusion detection. 

Traditional instance-based learning methods can only 

be used to detect known intrusions, since these 

methods classify instances based on what they have 

learned. They rarely detect new intrusions since these 

intrusion classes has not been able to detect new 

intrusions as well as known intrusions. Author 

proposed a soft Computing technique such as Self 

organizing map for detecting the intrusion in network 

intrusion detection. Problems with k-mean clustering 

are hard cluster to class assignment, class dominance, 

and null class problems.  

 

[8] In this paper author find unknown or new network 

attack types with a help of Fuzzy Genetic Algorithm 

technique. The Fuzzy Genetic Algorithm is rule-based 

which does not require high computation time. With 

the obtained detection rule we can detect attacks right 

after the data arrives. However, it takes about 2 

seconds to preprocess the network packets. Therefore, 

the system requires a total of less than 3 seconds to 
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issue the alert message after an attack has arrived. 

From our experiments, the Fuzzy Genetic Algorithm 

can detect known attack types with high accuracy and 

low false positive rate which is less than 1%. 

Moreover, the Fuzzy Genetic Algorithm approach is 

able to efficiently detect new/unknown attack types 

with high accuracy. [9]Author proposed here a novel 

method for IDS using RBFNN and the detailed as a 

Neural Network model combined with prototype 

clustering and classification for fast and accurate 

detection of intrusion in host based system. Previous 

RBF suffered from grouping of pattern of intrusion, 

now this problem are reduced using Distance variable 

ensemble cluster classification and increase the rate of 

detection of infected data in host system.  

 

[11] In this paper Author proposed a method for 

intrusion detection based on SARSA and RBF neural 

network. The proposed method classified attack and 

normal data of KDDCUP99 is very accurately. The 

proposed method work in process of making policy of 

SARSA learning par per rule of policy. The learning 

process of Q factor and RBF training process makes 

very efficient classification rate of intrusion data.  

 

III. Problem Formulation In Data 

Mining And Soft Computing 

Approach 
 

The soft computing and data mining approach of 

network intrusion detection system suffered from 

detection rate and false alarm generation. The process 

of mining not conformed how many classifier are 

ensemble for the process of classification of data. The 

nature of intrusion data is mixed data type but 90% 

mining technique perform only numerical data for 

analysis. The conversion of data into one form to 

another form takes more time and suffered from 

grouping. The soft computing approach such as neural 

network and heuristic function compromised with 

selection of neural network model and appropriate 

feature selection algorithm for process of 

classification. Some problem in concern of intrusion 

detection apply both these technique found in review 

process [8, 9, 12 20, 22]. 

 

1. The pre-processing of KDDCUP99 takes 

more time. 

2. The rate of false alarm generation is high. 

3. Some data mining classifier are ambiguous 

situation for selection of base classifier 

4. Entropy based intrusion detection system 

suffered by high false rate 

5. The detection of dynamic feature evaluation 

as confusion matrix. 

 

IV. Kddcup99 Data Set And Empirical 

Evaluation Parameter 
 

To check performance of the soft computing and data 

mining algorithm for intrusion detection and 

classification, we can evaluate it practically using 

KDD’99 intrusion detection datasets [1]. In KDD99 

dataset these four attack classes (DoS, U2R, R2L, and 

probe) are divided into 22 different attack classes that 

tabulated in Table I. The 1999 KDD datasets are 

divided into two parts: the training dataset and the 

testing dataset. The testing dataset contains not only 

known attacks from the training data but also 

unknown attacks. Since 1999, KDD’99 has been the 

most wildly used data set for the evaluation of 

anomaly detection methods. This data set is prepared 

by[11] and is built based on the data captured in 

DARPA’98 IDS evaluation program [12]. DARPA’98 

is about 4 gigabytes of compressed raw (binary) 

tcpdump data of 7 weeks of network traffic, which can 

be processed into about 5 million connection records, 

each with about 100 bytes. For each TCP/IP 

connection, 41 various quantitative (continuous data 

type) and qualitative (discrete data type) features were 

extracted among the 41 features, 34 features (numeric) 

and 7 features (symbolic).  

   

Table1: Different types of attacks in kdd99 dataset 

                              

4 Main Attack Classes 22 Attack Classes 

Denial of Service (DoS) back, land, neptune, pod, 

smurt, teardrop 

Remote to User (R2L) ftp_write, guess_passwd, 

imap, multihop, phf,spy, 

warezclient, warezmaster 

User to Root (U2R) buffer_overflow, perl, 

loadmodule, rootkit 

Probing(Information 

Gathering) 

ipsweep, nmap, portsweep, 

satan 

 

To analysis the different results using some standard 

parameter such as Precision- Precision measures the 

proportion of predicted positives/negatives which are 

actually positive/negative. Recall -It is the proportion 

of actual positives/negatives which are predicted 

positive/negative. Accuracy-It is the proportion of the 

total number of prediction that were correct or it is the 

percentage of correctly classified instances. False-

negative rate (FN) is the percentage that attacks are 

misclassified from total number of attack records. 

False-positive (FP) is the percentage that normal data 

records are classified as attacks from total number of 

normal data records. Below we are showing how to 

calculate these parameters by the suitable formulas. 

And also, below we are showing the graph for that 

particular data set[19]. 

Precision = 
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Recall = 
  

     
 

Accuracy = 
     

           
 

FPR= 
  

     
   , FNR= 

  

     
 

The assessment metrics are computed for testing 

dataset in the testing phase and the obtained result for 

all attacks and normal data are given in table 2, which 

is the overall classification performance of the 

proposed system on KDD cup 99 dataset. By 

analyzing the result, the overall performance of the 

proposed system is improved significantly and it 

achieves more accuracy for all types of attacks.  

 

 

Figure 1: shows that classification process of 

kddcup99 dataset. In this process used 10,000 data 

instant in 10000 data instant 7000 instant 

abnormal data and 3000 instant data of normal 

data instant. 

 

Table 2: Classification performance of data 

mining and soft computing algorithm 

 

 

 
 

Figure 2: shows that comparative result analysis of 

soft computing and data mining technique for 

 

V. Conclusion and Future Work 
 

In this paper we review a various method of ensemble 

classifier and discuss the problem of ensemble 

classifier for large data. And also discuss the 

enhancement technique of classifier. Such new 

ensemble technique is used cluster oriented 

mechanism for improvement of stream data 

classification. The selection of optimal number in 

ensemble classifier is important task. All authors’ 

method suffered from this problem. The selection of 

ensemble classifier basically based on bagging, 

boosting and random forest technique. These 

techniques are not deals in the field of data diversity 

and suffered stream data classification. For the 

improvement of data diversity and boundary class 

training used clustering technique for ensemble 

classifier. For the survey problem I will solve using 

ant colony optimization technique for selection of 

optimal cluster and base boundary value. 
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