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Abstract 
 

Association rule learning is a popular and well 

researched technique for discovering interesting 

relations between variables in large databases in the 

area of data mining. The association rules are a 

part of intelligent systems. Association rules are 

usually required to satisfy a user-specified 

minimum support and a user-specified minimum 

confidence at the same time. Apriori and FP-

Growth algorithms are very familiar algorithms for 

association rule mining. In this paper we are more 

concentrated on the Construction of efficient 

frequent pattern trees. Here, we present the novel 

frequent pattern trees and the performance issues. 

The proposed trees are fast and efficient trees helps 

to extract the frequent patterns. This paper provides 

the major advantages in the FP-Growth algorithm 

for association rule mining with using the newly 

proposed approach. 
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1. Introduction 
 

In the modern age, the business scenario is 

completely changed, both customers and business 

people utilizing the emerging technologies in the 

field of Information Technology. Previously the 

product is manufactured and sold in the market, Now 

the customer is describing the description of products 

i.e., he is defining the requirements. Therefore, it is 

essential to understand/ know the customer 

expectations, the purchasing habits and the interests. 

It can be achieved by using artificial intelligence, 

machine learning, statistics, database systems, data 

warehouses and data mining techniques. 
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The central goal of the data mining process is to 

extract unknown, hidden and treasured knowledge 

from an existing historical data set and transform it 

into a human-understandable form. Data mining 

Tasks are two types‟ Descriptive data mining and 

Predictive data mining. The predictive data mining 

techniques are useful for forecasting purpose and the 

descriptive data mining is useful to describe or to 

define some rules from existing data.  In Data Mining 

Association rule learning is a popular and well 

researched technique for discovering interesting 

relations between variables in large databases. The 

motivation problem for association rule is „Market 

Basket Analysis‟. In the market basket analysis 

problem we identify the frequent selling item sets. By 

using this we can find out the correlated items and we 

can maintain sufficient stock. The association rule 

which is extracted from the market basket analysis 

problem can be useful to re arrange the items in the 

shelves based on the correlation between the items 

which helps to the customer to identify the relevant 

items easily. Due to this the sales can be increased 

and the customer search time for an item decreases.  

 

Association rules are usually required to satisfy a 

user-specified minimum support and a user-specified 

minimum confidence [1][2][3]. Association rules can 

be extracted using two familiarized algorithms named 

as Apriori algorithm and FP-Growth algorithm 

[22][23][24]. The FP-Growth algorithm is completely 

depends on fp-tree [4]. In previous, the fp-tree node 

is labeled only with its support count that consumes 

more time while traversing to extract association rule. 

In this paper we are more concentrated on the node 

labeling scheme of fp-tree in FP-Growth algorithm. 

Here we propose a new two level node labeling 

scheme for frequent pattern growth tree. Using the 

new labeling approach the frequent item support 

count can be extracted in less time comparatively the 

traditional naming scheme of fp-tree. This paper 

provides the major advantages in the FP-Growth 

algorithm for association rule mining with using the 

newly proposed approach. 

 

A. Association Rule: 

 Let D be the database of transactions and ITEM = 

{I1,I2,I3,.. ..., In} be the set of items. T is a 

transaction includes one or more items in ITEM (i.e., 
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T ⊆ ITEM). An association rule has the form A ⇒ B 

, where  A and B are non-empty  sets of items that is 

A ⊆ ITEM, B ⊆ ITEM such that A ∩ B = Ø. The 

support sD(x) of an item (or itemset) x is the 

percentage of transactions from D in which that item 

or itemset occurs in the database. In other words, the 

support s () of an association rule A ⇒B is the 

percentage of transactions T in a database where         

A ∪ B ⊆ T. The confidence or strength c for an 

association rule A ⇒B is the ratio of the number of 

transactions that contain A ∪ B to the number of 

transactions that contain A. An item set A ⊆ ITEM is 

frequent if at least a fraction s() of the transaction in a 

database contains A[5]. Frequent item sets are 

important because they are the building blocks to 

obtain association rules with a given confidence and 

support. 

 

B. Measures of Association Rule: 

Support and Confidence are two basic 

measures[14][15][16] to measure the association rule. 

Support :The rule A ⇒ B holds with support s if s% 

of transactions in D contains A ∪ B. Rules that have 

a s greater than a user-specified support is said to 

have minimum support[6].  

 

Confidence: The rule A ⇒ B holds with confidence c 

if c% of the transactions in D that contain A also 

contain B. Rules that have a c greater than a user-

specified confidence is said to have minimum 

confidence[7]. Good association rule must have its 

highest support and confidence values. 

 

2. Algorithms 
 

All association rule mining algorithms like apriori 

algorithm and fp-growth algorithms are using mainly 

two steps in extracting the association rule. 

1) Generation of frequent items sets. 

2) Rule Generation step. 

Various algorithms can deal the static and dynamic 

data sets. Apriori and FP-Growth 

algorithms[7][8][9][10][11][12][13] are commonly 

used algorithms to extract association rules, hence the 

are  very familiar algorithms used to extract the 

frequent item sets as and also to discover the 

association rules. Here, we concentrated on fp-

growth algorithm particularly in fp-tree construction 

and node labeling    

 

FP-Growth Algorithm: 

The traditional FP-Growth algorithm is proposed by 

Han, which is one of the efficient and a scalable 

algorithm useful to extract the association rules 

dynamically. The complete functionality of this 

algorithm depends on fp-tree. The fp-tree can be 

called as an fp-growth tree. So, the tree construction 

is the major task in this algorithm. The following is 

the traditional fp-growth algorithm[17][18][19]. 

 

Inputs: 

TDB-Transaction Data Base 

FP-tree constructed  with fp-tree construction 

Algorithm.A minimum support threshold Value. 

Output:  

The complete set of frequent patterns. 

Method:  

call FP-growth(FP-tree, null). 

Procedure FP-growth(Tree, a) { 

Step 1: if Tree contains a single prefix path         

then { 

Step 2: let SP be the single prefix-path part  

of Tree; 

Step 3: let MP be the multipath part with the  

top branching node replaced by a null root; 

Step 4: for each combination (denoted as ß)  

of the nodes in the path SP do 

Step 5: generate pattern ß ∪ a with support =   

  minimum support of nodes in ß; 

Step 6: let freq pattern set(SP) be the set of  

patterns so generated;} 

Step 7: else let MP be Tree; 

Step 8: for each item ai in MP do {  

Step 9: generate pattern ß = ai ∪ a with  

support = ai.support; 

Step 10: construct ß‟s conditional pattern- 

base and then ß‟s conditional FP-tree  

Tree ß; 

Step 11: if Tree ß ≠ Ø then 

Step 12: call FP-growth(Tree ß , ß); 

Step 13: let freq pattern set(MP) be the set  

of patterns so generated; } 

Step 14: return(freq pattern set(SP) ∪ freq  

pattern set(MP) ∪ (freq pattern set(SP) × 

freq pattern set(MP)))  

} 

Algorithm for FP-tree construction 

Input: A transaction databaseTDB and a minimum 

support threshold ?. 

Output: FP-tree, the frequent-pattern tree of TDB. 

Method: The FP-tree is constructed as follows.  

1.Scan the transaction database TDB once. Collect F, 

the set of frequent items, and the support of each 

frequent item. Sort F in support-descending order as 

FList, the list of frequent items. 
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2.Create the root of an FP-tree, T, and label it as 

“null”. For each transaction Trans in TDB do the 

following: 

 Select the frequent items in Trans and sort 

them according to the order of FList. Let the 

sorted frequent-item list in Trans be [ p | P], 

where p is the first element and P is the 

remaining list. Call insert tree([ p | P], T ). 

 The function insert tree([ p | P], T ) is 

performed as follows. If T has a child N 

such that N.item- name = p.item-name, then 

increment N ‟s count by 1; else create a new 

node N , with its count initialized to 1, its 

parent link linked to T , and its node-link 

linked to the nodes with the same item-name 

via the node-link structure. If P is nonempty, 

call insert tree(P, N ) recursively. 

To illustrate the fp-growth algorithm we have taken 

the following transactional data base with minimum 

support as 3. 

Table No: 1.Transactional Data Base 

TID     -    ITEMS PURCHASED 

T100   -    I6,  I1,  I3,  I4,  I7,   I9,    I13,  I16  

T200   -    I1,  I2,  I3,  I6,  I12, I13,  I15  

T300   -    I2,  I6,  I8,  I10, I15  

T400   -    I2,  I3,  I11,I17, I16   

T500   -    I1,  I6,  I3,  I5,   I9,  I16,  I13,  I14  

We considered that, the minimum support as 3 then 

the frequent item set for the transactional data base is 

Table No: 2.Frequent item Transactional Data Base 

TID     -    ITEMS PURCHASED 

T100   -    I6,  I3,  I1,  I13,  I16  

T200   -    I6,  I3,  I1,  I2,  I13   

T300   -    I6,  I2 

T400   -    I3,  I2,  I16  

T500   -    I6,  I3,  I1,  I13,  I16  

By using the frequent data set an fp 

tree[20][21][22][23][24] is constructed as shown 

below with taking the following Header table 

 

Table No: 1.Header Table 

 

Item-

Id 

Support 

Count 

Pointer 

Link 

I6 4  

I3 4  

I1 3  

I2 3  

I16 3  

I13 3  

 

In tree construction process the circles refers the 

nodes, solid lines refers the node links and the dashed 

line refers the dynamic link between the same node, 

this helps to maintain and to get the cumulative sum 

of the same node count. 

After inserting T100 transaction (I6,  I3,  I1,  I13,  

I16) 

 
Fig: 1(a).Part of FP-Tree 

 

After inserting T200 transaction (I6,  I3,  I1,  I2,  I13) 

 

Fig: 1(b).Part of FP-Tree 

 

After inserting T300 transaction (I6, I2) 

 

Fig:1 (c).Part of FP-Tree 
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After inserting T400 transaction (   I3,  I2,  I16) 

 
 

 

Fig: 1(d).Part of FP-Tree 

 

After inserting T500 transaction (I6,  I3,  I1,  I13,  

I16) 

 

 

 

Fig: 2. FP-Tree 

 

The Fig:1(a), Fig:1(b), Fig:1(c), Fig:1(d) are the sub-

trees of Fig:2. The Fig: 2 is the final frequent pattern 

tree constructed using the traditional approaches.  

 

3. Efficient Frequent pattern Trees 
 

In this session we present only the efficient frequent 

pattern trees. By using the above sample data shown 

in the table 2.1 the efficient frequent pattern trees are 

formed in the following manner. 

After inserting T100 transaction (I6,  I3,  I1,  I13,  

I16) 

 

 
 

Fig: 3(a).Part of Efficient Frequent pattern Tree 

 

After inserting T200 transaction (I6,  I3,  I1,  I2,  I13) 

 
 

Fig: 3(b).Part of Efficient Frequent pattern Tree 

 

After inserting T300 transaction (I6,  I2) 

 
 

Fig: 3(c).Part of Efficient Frequent pattern Tree 

 

After inserting T400 transaction (   I3,  I2,  I16) 
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Fig: 3(d).Part of Efficient Frequent pattern Tree 

 

After inserting T500 transaction (I6,  I3,  I1,  I13,  

I16) 

 
Fig: 4. Efficient Frequent pattern Tree 

 

The Fig:3(a), Fig:3(b), Fig:3(c), Fig:3(d) are the sub-

trees of Fig:4. The Fig: 4 is the final efficient 

frequent pattern tree which is proposed in this 

research.  

 

4. Performance Evaluation 
 

The tracing time for the predecessor nodes in fp trees 

using the traditional approach is only O(n) for the n
th

 

level node. Whereas the proposed Efficient frequent 

pattern trees takes O(n) with one unit of time less 

than the time of traditional approach in worst case. 

The proposed algorithm takes fewer number of node 

comparisons to determine the predecessor nodes and 

its path than that of traditional approach in best and 

average cases.  

 

5. Conclusion 
 

In this paper, we illustrated the construction of 

efficient frequent pattern trees. In the graphic 

representation the solid line between the nodes 

represents the relation between the nodes. The dashed 

line indicates the pointer link between the same 

nodes to maintain the cumulative node count in the 

data structure. These trees reduce one level tree 

traversal of the tree in the worst case also.  
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