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Abstract  
 

As the number of people with hearing disabilities 

are increasing significantly in the world, it is always 

required to use technology for filling the gap of 

communication between Deaf and Hearing 

communities. To fill this gap and to allow people 

with hearing disabilities to communicate this paper 

suggests a framework that contributes to the 

efficient integration of people with hearing 

disabilities. This paper presents a robust speech 

recognition system, which converts the continuous 

speech into text and image. The results are obtained 

with an accuracy of 95% with the small size 

vocabulary of 20 greeting sentences of continuous 

speech form tested in a speaker independent mode. 

In this testing phase all these continuous sentences 

were given as live input to the proposed system. 
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1. Introduction 
 

Speech is the primary and efficient mode of 

communication between humans. Several 

applications based on the speech signals exist like 

speech modification, speech coding, speech 

enhancement, speech recognition and speaker 

identification, spoken dialogue processing. speech 

perception, emotions in speech, Phonetics etc.  
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Based on discrete-time models of speech production, 

many developments are available on the design of 

speech analysis and speech synthesis systems. In 

analysis, speech waveform is converted into acoustic 

features and in synthesis, based on the parameter 

estimates, the waveforms are put back to form a 

speech [1][2]. 

 

Overview and Related Work 

Dragon is a speech recognition software package 

developed by Dragon Systems of Newton [3]. 

Microsoft developed Genie speech recognition 

software. It is an interactive speech software which 

enables the user to give commands by speech.  

AT&T developed navigational software which helps 

to browse internet through various speech commands 

[4]. There are different classifications of speech 

recognition systems exist.  

 

Isolated or Continuous Speech: 

Based on the mode of speech, it is classified as 

Isolated or Continuous speech. Isolated systems 

recognize the given word. Modeling isolated speech 

recognizer is comparatively simpler than modeling a 

continuous speech recognizer. In continuous 

recognizers, the word sequence (sentences) is built 

using small units (words). The complexity in building 

continuous speech recognition system is the 

representation of all possible inputs. 

 

Speaker dependent versus Speaker Independent 

system:  

In speaker dependent systems, the recognizer is 

trained to identify a single user whose training 

samples are used in the construction of speech 

recognition. Speaker Independent systems must 

identify wide range of speakers. Speaker dependent 

system is more accurate than speaker independent 

since large variability exist in different speakers 

according to their pronunciation, accent, nativity and 

other tonal variations.  

 

Small versus large vocabulary systems:  

Small vocabulary systems are less than 1000 words. 

Mid-size systems extend upto few thousands whereas 

large vocabulary systems can handle many thousands 

of words.  

http://en.wikipedia.org/wiki/Speech_recognition
http://en.wikipedia.org/wiki/Newton,_Massachusetts
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In this paper, the goal is to assist people with hearing 

disabilities to communicate. This is possible when 

their group members are motivating the hearing 

disabled person to take active part in the interaction 

by means of human machine interaction. In this way, 

they can communicate with other people in the 

outside world of hearing community. This work 

consists of two parts. The first part transforms speech 

to text using Automatic Speech Recognition (ASR) 

which is speaker independent. The second part 

converts speech into image which will help the 

hearing disabled community to have a better 

understanding of the sentences which is spoken into 

the system.  Thus here both audio and visual 

communication is incorporated. In this project, 

greeting sentences in continuous word mode of four 

different speakers are used to develop the speech 

recognizer. 

 

2. Objectives 
 

Various tasks involved in developing this project are 

a) Developing grammar consisting of small to      

medium size vocabulary using English 

language. Indian accent (ELIA) 

b) Word List consists of 20 greeting sentences 

which include 32 different words in ELIA. 

c) Creating a Picture/ Image database of every 

sentence. 

d) Simple user interface to enable people (both 

normal Hearing and Hearing Disabled to 

interact with the system. 

 

3. Proposed Solution 
 

The basic methods that will be used to achieve the 

project functionalities are explained in this section. 

 

3.1. Speech Recognition and Speech-to-Text 

(STT) conversion 

The ASR engine contains two modules: 

a) Speech to Text module that converts the 

input speech into text. 

b) ASR module that recognizes speech and 

display an appropriate image [5].   

 

ASR is the mapping of input sound wav file into its 

corresponding text. There are three basic steps in the 

ASR. They are acoustic parameter estimation, 

acoustic parameter comparison and final decision 

making. Different types of feature extraction 

techniques are   Mel Frequency Cepstrum 

Coefficients (MFCC), Linear Predictive Coding 

(LPC), Perpetual Linear Predictive Coding (PLP), 

RelAtive SpecTrA (RASTA)  

 

In this work, to extract the features from the given 

speech file, most popular MFCC feature extraction 

technique is used[6]-[8]. The speech signal is 

assumed to be the output of a Linear Time-Invariant 

filters ( LTI) system.  In ASR, fundamental 

frequency and details of glottal pulse are not 

important for distinguishing different phones. Instead 

the most useful information for phone detection is the 

exact position and shape of the vocal tract. To 

separate the source and vocal tract parameters 

efficient mathematical way is cepstrum. The 

cepstrum is defined as the inverse DFT of the log 

magnitude of DFT of the speech signal. The mel 

frequency is a linear frequency below 1000 HZ and a 

logarithmic spacing above 1000Hz. Given a 

frequency f in Hz [9][10]   

 

mel (f) = 2595*log10 (1+f/700) ……….. (1)   

 

The acoustic vectors can be used to recognize the 

speech characteristics. In the speech recognition 

areas, extracted acoustic features are mapped 

generally using DTW, HMM and Vector quantization 

approach. Deshmukh S.D., Bachute M.R. [11], 

proposed a speech and speaker recognition using 

MFCC, HMM and VQ. In this work, an approach to 

the recognition of speech signal using frequency 

spectral information with Mel frequency for the 

better representation was tested.Vector Quantization 

(VQ) is the fundamental and most successful 

technique used in speech coding, image coding, 

speech recognition, and speech synthesis, speaker 

recognition and many pattern recognition 

applications[12][13].  To make use of vector 

quantization process, Frames of speech signal are 

considered as points in a two dimensional space. The 

classical K-means algorithm based on Euclidean 

distance is used to construct the code vectors. The 

Euclidean metric [14] is commonly used because it 

fits the physical meaning of distance or distortion.  

In the training phase, a speech-specific VQ codebook 

is generated for each known speech by clustering 

his/her training acoustic vectors. The distance from a 

vector to the closest codeword of a codebook is 

called a VQ distortion. In the recognition phase, an 

input utterance of an unknown voice is “vector-

quantized” using each trained codebook and the total 

distortion is computed. The speech corresponding to 

the VQ codebook with the smallest total distortion is 

considered as the recognized output [15].   
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3.2. Display the appropriate Image 

The database consists of image files. For every 

sentence in the database, there is a corresponding 

image file. This image file is retrieved along with the 

text and displayed into the application running on a 

Hearing Disabled person‟s device. 

 

3.2.1. Design of ASR System  

In speech recognition, the initial step is for the user to 

speak a word or a phrase as an input to the 

microphone. The given audio signal through the 

microphone is digitized by an analog to digital 

converter and is stored in the memory. To determine 

the meaning of this voice input, the device attempts 

to match the input with the digitized voice sample 

that has been previously saved in wav format. The 

program contains the input template and attempts to 

match this template with the actual input using a 

simple conditional statement. Similarly, since each 

person‟s voice is different, the program cannot 

contain a template for each potential user. So the 

program must be trained to recognize the words 

independent of the potential speaker. Fig. 1 Shows 

the working model of the proposed ASR system. 

 

 
 

Figure 1: Working Model of proposed ASR 

 

MFCC extraction process includes the steps as shown 

in Fig  2. The first stage in MFCC feature extraction 

is to boost the amount of energy in the high 

frequencies. The goal of feature extraction is to 

extract spectral features that can help us to build 

phone or sub phone classifiers. To achieve this 

hamming window is generally used. Next step is to 

extract spectral information for windowed signal. The 

tool for extracting spectral information is DFT. In the 

next step the frequencies output by the DFT has to be 

mapped to the mel scale. This spectrum has to be 

converted into cepstrum by finding inverse DFT of 

the log magnitude of the DFT of a signal.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: MFCC Extraction Process 

 

The extraction of  the cepstrum results in 12 cepstral 

coefficients for each frame. 13
th

 feature energy in a 

frame is the sum over time of the power of the 

samples in the frame is calculated to find 13 MFCC 

coefficients.  

In the training phase, based on the above 39 MFCC 

features of each speaker for each sentence, code 

vectors are created by using k-means clustering 

algorithm.  Acoustic modeling using K-Means, 

cluster the feature vectors. 

 

 

 

 

 

 

 

 

Figure 3: Acoustic Modeling using K-Means 

 

The speech database of 20 sentences of four different 

users recorded using PRAAT speech analysis tool. 

[16] All the speech files are recorded at 16 KHz 

sampling rate using Mono channel. 

The system uses MATLAB to efficiently store and 

retrieve sound files (.wav format).In addition to 
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displaying the sound id and name, the system also 

displays corresponding image of the text for effective 

communication.  

 

3.2.2. User Interface Design 

 

i) Main Menu 

Figure 4 shows the plot of speech signal and train 

folder details of the system. 

 

ii) Addition of Sound File to the database 

To add a sound file into the database the user is first 

asked to enter the sound id, sound name and then the 

sound duration. Later on the user is supposed to enter  

 

 
 

Figure 4: Technical Information of Training files  

 

sample which are normally recommended by the 

system. The recording starts for the number of 

seconds mentioned by the user. In that interval of 

time, the user is supposed to speak into the system 

through a microphone. Recording stops and the 

sound gets added to the database.  

 

iii) Final Output 

 
 

Figure 5:  Output of Text and Image 

 

For getting this final output, the user is first asked the 

duration of time he/she wants to speak into the 

system. Recording starts and the user inputs his/her 

voice. Recording stops after the mentioned interval of 

time and the system calculates the minimum distance/ 

coefficients out of all the coefficients calculated for 

every word using MFCC and Vector Quantization. 

The word with the minimum distortion, based on the 

input and recorded patterns is selected as the speech 

recognized. The text corresponding to the feature 

vector is displayed to the user and the corresponding 

image file is displayed.   

 

4. Results and Discussions 
 

Each sentence in the database was tested individually 

for ten different utterances. All these speech 

utterances were tested during run time. Each greeting 

sentence is tested by four different speakers. 

Recognition rate shows the accuracy based on 

number of times greeting sentences got recognized 

correctly. Any naïve user is allowed to use the system 

since it is speaker independent.  For untrained users 

also, the system gives satisfactory performance.  

Table 1 shows individual sentences and its 

recognition accuracy. Graph 1 shows the sentence 

recognition count   

 

1. Speech Recognition Rate 

 

Table 1: Recognition Rate and Accuracy 
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nition 

Rate 

1 Good Evening 9 9 10 10 95% 

2 Good morning 10 10 10 10 100% 

3 Good Bye 10 10 10 10 100% 

4 Good day 10 9 9 10 95% 

5 Good Luck 10 10 10 10 100% 

6 Good Night 9 10 9 10 95% 

7 Happy New 

Year 

10 10 10 9 97.5% 

8 Hello 10 10 10 10 100% 

9 Hey 10 10 10 10 100% 

10 Hi 10 10 10 10 100% 

11 How Are You 10 10 10 9 97.5% 
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12 Merry 

Christmas 

10 9 10 8 92.5% 

13 Pleased to 

Meet You 

10 9 10 9 95% 

14 See You 10 10 10 10 100% 

15 See You Later 9 9 9 10 92.5% 

16 Sweet Dreams 10 10 10 9 97.5% 

17 Thank You 10 9 8 9 90% 

18 Welcome 10 9 7 9 87.5% 

19 Well Done 10 10 10 10 100% 

20 Whatsup 10 10 10 10 100% 

 

2. Graphs 

 

a) Sentence Recognition Count 

 
 

Figure 6: Sentence Recognition Chart 

 

5. Conclusions and Future Work 
 

The main aim of this proposed work was to recognize 

continuous speech using MFCC and Vector 

quantization. The speech recognizer recognize the 

correct sentence and the relevant image was retrieved 

from the image database.  The feature extraction was 

done using Mel Frequency Cepstral Coefficients 

(MFCC). The extracted features were stored in a .mat 

file using MFCC algorithm. A distortion measure 

based on minimizing the Euclidean distance was used 

when matching the unknown speech signal with the 

speech signal database. The experimental results 

were analyzed with the help of MATLAB. 

 

Some of the various challenges we have faced in this 

project are as follows. 

   

First, the Automatic Speech Recognition system may 

not understand the person‟s pronunciation; the person 

should speak clearly in a proper English language 

using Indian accent with a certain appropriate accent.     

Database challenges: We started with a limited 

dictionary of most common greeting words. The 

system showed accuracy of 100% for first 5-7 

sentences. As the size of the database was increased 

up to 12-15 sentences, the accuracy was 95-97%. The 

accuracy was 90-95% when the database was 

extended up to 25 sentences. When the database 

includes more than 50 sentences, the accuracy of the 

system is a challenging one.  

 

We can add many advanced features in the 

application for future work such as: 

 

1. Making this application global by appending 

different languages. This will be a great 

improvement for this project. 

2. Adding well-known vocabulary words and 

slang to the list of words in the 

database.Adding a feature of „text-to-speech 

conversion‟ 

3. Improving the efficiency and accuracy by 

increasing the volume of database and the 

system may also find application in the field 

of Robotics. 
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