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1.Introduction 
Independent component analysis (ICA) is an 

important branch of blind source separation (BSS). It 

recovers source signals from receiving mixed based 

on the source signal’s statistical characteristics of 

independence [1]. ICA becomes more and more 

important in many areas such as bio-medicine, 

speech and communications, image processing, earth 

science, data mining and so on [2].  

 

ICA is mainly composed of the objective function 

and optimization algorithm. The traditional 

optimization algorithm uses a natural gradient 

algorithm (NGA) to optimize the objective function 

[3]. However, NGA is sensitive to step size, initial 

value and the selection of nonlinear function. 

Consequently, it has the shortcomings of narrow 

applicable range and low accuracy.  Artificial bee 

colony (ABC) algorithm is firstly proposed by 

professor Karaboga in 2005 [4], and it is a novel 

algorithm based on swarm intelligence. However, 

ICA based on ABC, needs to solve n n  variables. 

There exists a large amount of calculation in the 

separation process. Meanwhile, the randomness of 

search strategy is too strong to control the search 

direction.  

 

 
*Author for correspondence 

Search procedure does not change with the change of 

the number of iterations. It may lead to low accuracy. 

In this paper, for the objective function, the Givens 

rotation was used to reduce the amount of calculation 

for the optimal strategy, an adaptive strategy was 

proposed. An adaptive global guidance item was 

introduced to dynamically adjust optimal guiding 

role. An adaptive artificial bee colony (AABC) 

algorithm is proposed to increase the separation 

accuracy of ICA. 

 

The rest of the paper is organized as follows. Section 

1 describes the basic theory of ICA and ABC. 

Section 2 introduces the proposed algorithm. Section 

3 shows simulation results. Finally, Section 4 

concludes the paper.  

  

2.Basic theory  
2.1Independent component analysis 

 
Figure 1 Independent component analysis model 

 

The basic ICA model is depicted as Figure 1.  

 

preprocessing W
X(t) Y(t)

∑ A

S(t)
unknown n

Research Article 

Abstract  
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Let S (t) = [s1 (t), s2 (t),…. sn (t)]
T
 denotes 

independent source signal vector that comes from n 

signal sources. Ignoring the additive Gaussian noise 

and assuming m=n, we can get observed mixture X 

(t) = [x1 (t), x2 (t),… xn (t)]
T
 under the circumstances 

of instantaneous linear mixture. Consider the 

following: 

    t tX AS
 

  (1) 

Where n nA R  is a n n  non-singular constant 

matrix. After preprocessing, optimization algorithm 

is used to solve the objective function to find the 

orthogonal separating matrix W. Then estimated 

source signals can be separated:  

 

 
   t tY WX    (2) 

Kurtosis is the classical measure of independence. 

The objective function can be defined as [5]: 
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Where  i
Ykur t  is the kurtosis of separated 

signals. The dependence among the components is 

minimized when  I Y  is minimized for a separating 

matrix W. Separation performance can be evaluated 

by PI (Performance Index, PI) [1]: 
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  (4) 

Where =C WA  is the global matrix and c being the 

element of matrix C. The more PI reaches zero, the 

better separation performance is. 

 

2.2Basic artificial bee colony algorithm 

Bee colony is composed of employed bees, onlooker 

bees and scout bees. The process of searching for the 

best food for the bee colony represents the process of 

finding the best solution of the objective function. 

ABC algorithm is made up of four stages: 

initialization stage, employed bee stage, onlooker bee 

stage and scout bee stage [6, 7]. 

 

At the first initialization stage, each food source is 

initialized as follows: 

   ij min max min= + 0,1 -rand      (5) 

where    i 1,2 SN j 1,2 D ，， ， ，， ,
i j

  

represents the jth dimension of ith food source in the 

colony.  0,1rand  is a random number between 

[0,1]. 
max

  and 
mi n

  are upper and lower limit 

values[8-10]. 

On the second employed bee stage, a candidate food 

position is produced from the old one and then 

evaluated. The ABC uses the following search 

strategy: 

  ij ij ij ij kj= + -       (6) 

 k 1,2 SN , i k ，， , where j and k are 

randomly chosen indexes. 
i j

 is a random number 

between [-1,1]. 
i j

  and 
i j
  represent the jth 

dimension of ith new and old food source in the 

colony. After each candidate source position is 

produced, a greedy selection mechanism is employed 

as the selection operation between the old one and the 

candidate one. If the new food has equal or better 

fitness than the old one, it replaces the old one in the 

memory. Otherwise, the old one is retained. The 

fitness is calculated by the following expression [11]: 

 
   

   

i i

i

i i

1+ J J 0
F =

1/1+J , J 0

   
 

  

，                     (7) 

Where  iF   is the fitness value of the solution 

i  evaluated by its employed bee.  iJ   is the 

value of the objective function. The maximum of 

fitness is corresponding to the minimum of the 

objective function. 

At the third onlooker bee stage, an onlooker bee 

chooses a source food of the employed bee 

depending on the probability value  iP  . The 

ABC uses the following selection strategy: 

      
SN

i i i

i=1

P =F / F  

 

 
  (8) 

Where  iP   is the selected probability value of 

the ith source food. After the source food is chosen, 

the ABC uses the expression (6) to search in the 

neighborhood and chose the better source food [12-

13].  

 

On the fourth scout bee stage, if a source food cannot 

be improved further through a predetermined number 

of cycles called limit, the source food will be 

abandoned. The scout bee will produce a new food 

source randomly according to equation (5).  

 

3. ICA based on adaptive artificial bee 

colony 
3.1Givens rotation  

According to the related research papers, the 

separating matrix is orthogonal. These papers 

orthogonalize the separating matrix after being 

calculated. In this way, n n variables need to be 



Shi Zhang et al. 

148 

 

calculated. This method exists large amount of 

calculation in the separation process. According to 

the relevant papers, the degrees of freedom of n-

dimensional orthogonal matrix are  n n-1 / 2 . In 

other words, we can parameterize the orthogonal 

matrix with  n n-1 / 2  variables.  n n-1 / 2  

Givens planar rotations are used to parameterize the 

n n  orthogonal matrix [8]. When n=3, the 

dimensionality of the solution of the objective 

function before dimensionality reduction is 9. The 

solution can be expressed by 

  1 2 3 4 5 6 7 8 9, , , , , , , ,          . After 

adopting the Givens rotation, the dimensionality is 3, 

and the solution can be expressed by 

1 2 3
, ,       . The separating orthogonal 

matrix can be expressed as follows: 
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 (9) 

 1 2 3, , 0,2    。 

For the solution of the objective function，the 

Givens rotation is used to reduce the amount of 

calculation. 

 

3.2Modified ABC search strategy  

Equation (6) shows the search strategy of ABC. 

There are two disadvantages of the strategy. On the 

one hand, the search direction is random and the 

search is the blind lack of guidance. The parameter of 

the step size 
i j

 is a random number in the range [-

1, 1]. And the neighbourhood bee 
kj

  is also chosen 

randomly; on the other hand, the strategy is fixed 

without changing with the change of the iteration 

number. In other words, the search strategy has 

strong ability to explore the global scope, which can 

avoid to fall into the local extreme value; but it has a 

weak ability to exploit the best source food in the 

local range. In order to solve the first problem, a 

global guidance item 
best

 is introduced in search 

strategy to guide the search direction and the step 

size. To solve the second problem, adaptive 

coefficient 
i j

g  is introduced to change with the 

change of the iteration number iter. All in all, the 

adaptive guidance item   
best ji j i j

g  is 

introduced. And the coefficient of the step size 
i j

 

changes adaptively. The modified search strategy is 

devised as follows: 
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  (10) 

Where 
best j

 is the jth dimension of the best 

solution. 
i j

b is +1 or -1 randomly.  iJ   is the 

value of the objective function. iter represents the 

current iteration number and 
maxiter  represents the 

maximum cycle number. 1g  and 2g  are constants. 

The adaptive step size coefficient 
i j

 can adjust 

step length adaptively: at the beginning of the 

iteration, there is large difference between the value 

of  bestJ   and  iJ  . According to the formula, 

the modified search strategy has a large step size and 

wide search range; at the later period of iteration, the 

values of  bestJ  and  iJ   are close. 

 

Therefore, the step size coefficient is small and close 

to zero, which can accelerate the finding the best 

solution. 

 

The adaptive guidance item coefficient 
i j

g  can 

adjust the best solution item
bestj ij  : at the 

beginning of the iteration, the value of 
i j

g  is small 

to weaken the item’s searching capability; at the later 

period of iteration, the value is large to strengthen the 

item’s searching capability, which can accelerate the 

finding the best solution. Therefore, the adaptive 

search strategy can adjust the step size and the best 

solution guidance capability, which can balance the 

global exploration and locaproprol exploitation. 

 

3.3Flow of ICA based on AABC 

ICA is mainly composed of objective function and 

optimization algorithm. This paper uses the 

expression (3) as the objective function, and AABC 

algorithm is used as the optimization algorithm. 

 

4.Experimental results 
4.1Source signals 
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To illustrate the performance of the proposed ICA 

algorithm based on AABC, three signals are used as 

source signals. The source signals have different 

Kurtosis: one is super-Gaussian signal and others are 

sub-Gaussian signals.  

     
   

 

5

1

2

3

s t = mod t 1 -100 /100 ;

s sin 0.018

sin(0.0018 )sin(0.06 )

t t

s t t t



 





，2 0
 

 

The values of Kurtosis for the source signals are 

2.8500, -1.5000 and -0.7130. The elements of the 3*3 

mixing matrix A are random numbers distributed 

uniformly in the range [-1, 1].  

Consider the following: 

0.2650  0.5845  -0.3342

0.1967  0.4827  -0.5350

-0.5391 -0.8226 0.7129

A

 
 


 
  

 

 

The signal processing is shown in the Figure 2, 

Figure 3 and Figure 4. Original source signals is 

shown in Figure 2, Figure 3 shows the signal after 

mixing and Figure 4 shows the mixing signals after 

pre-processing. 

 

 
Figure 2 Original source signals 

 

 
Figure 3 Mixing (sensor) signals 

 

Figure 4 Mixing signals after preprocessing 
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4.2Performance measure 

This paper compares the AABC algorithm with two 

other ICA algorithms, which are named NGA and 

ABC. They are evaluated using the performance 

index presented in expression (4). 

 

The initialization values of the parameters for NGA 

are set as  =0.0005，itermax=1000; and the 

initialization values of the parameters for ABC are 

summarized in Table 1. 

 

The common parameters between  AABC and ABC 

are illustrated in Table 1, and others are set as g1=50, 

g2=6. 

 

Table1 Parameters of ABC 

ABC  Parameters Value 

Number of employed bees  15 

Number of onlooker bees 15 

Number of scout bees 1 

The parameter of limit 90 

Number of maximum cycles 1000 

 

 

Firstly, this paper will evaluate the performance of 

NGA, ABC and AABC using wave form. Separation 

signals of NGA, ABC and AABC are shown in 

Figure 5. 

 

As Figure 5 shows, the order of separation signals is 

not fixed and so is the amplitude. The separation 

quality can be evaluated qualitatively from Figure 5. 

The separation performance of NGA is obviously 

very poor, and the signals are seriously deformed. 

However, ABC and AABC can recover super-

Gaussian and sub-Gaussian signals successfully. 

Therefore, ABC and AABC can separate signals of 

different Kurtosis. 

Performance index (PI) given by the expression (4) 

can be used to evaluate the separation performance 

quantitatively. Each of the experiments for the three 

algorithms was repeated 50 times.  

 

The maximum, minimum and average of PI obtained 

by NGA, ABC and AABC have been recorded in 

Table 2. Moreover, Figure 6 shows the convergence 

curves of mean PI for different separation algorithms.  

 

 

 
(a) Separating signals of NGA 

 

 
(b) Separating signals of ABC 
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(c) Separating signals of AABC 

Figure 5 Separating signals of NGA, ABC and AABC 

 

Table2 Performance index 

 Algorithm Performance index PI  

Minimum Maximum Average Standard Deviation 

NGA 0.34527 0.40063 0.37858 0.0279 

ABC 1.4803e-16 2.0084e-07 2.7025e-08 6.3057e-08 

AABC 7.4015e-17 2.5905e-15 1.0362e-15 8.6738e-16 

 

As seen from the results in Table 2, the convergence 

precision of AABC algorithm is evidently better than 

ABC and NGA, from minimum value, maximum 

value or average value. Quantitatively, the separation 

accuracy of AABC is improved to about three orders 

of magnitude than ABC. In other words, ICA based 

on AABC performs better than NGA and ABC, and 

the convergence precision was improved obviously. 

The average convergence trend of PI was showed in 

Figure 6 NGA converges to minimum value early 

and has low convergence accuracy.  

 

 

ABC algorithm converges to minimum value at about 

100 iteration number. At the beginning of the 

iteration, the curve of AABC is similar to ABC. As 

the number of iteration increases, the best solution 

guidance item of the modified search strategy plays a 

more and more important role, which can accelerate 

the finding the best solution and improve the 

convergence accuracy. 

 

 

 

Figure 6 Convergence curves of PI  
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5.Conclusion  
Independent component analysis (ICA) has seen 

increasing demand nowadays in many areas of signal 

processing. In this paper, Aiming at reducing the 

amount of calculation, the Givens rotation is used to 

reduce the number of variables. Moreover, the 

adaptive search strategy is introduced to adjust the 

step size and the best solution guidance capability, 

which can balance the global exploration and local 

exploitation. In other words, AABC algorithm is 

proposed to improve the ICA separation 

performance. The results of the experiments have 

shown its success in separating the linear 

combinations of sub-Gaussian and super-Gaussian 

sources. And the separation accuracy is improved. 
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