Movies recommendation system using collaborative filtering and k-means
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Abstract
The purpose of this research is to develop a movie recommender system using collaborative filtering technique and K-means. Collaborative filtering is the most successful algorithm in the recommender system’s field. A recommender system is an intelligent system that can help a user to come across interesting items. This paper considers the users m (m is the number of users), points in n dimensional space (n is the number of items) and we present an approach based on user clustering to produce a recommendation for the active user by a new approach. We used k-means clustering algorithm to categorize users based on their interests. We evaluate the traditional collaborative filtering and our approach to compare them. Our results show the proposed algorithm is more accurate than the traditional existing one, besides it is less time consuming than the previous existing methods.
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1. Introduction
Currently as a new technic of advertisement, we use sets of information such as movies, music and other form of technique to convince customers. Technology is developing so fast and dissemination of knowledge has increased, as well as the needs of consumers that are more complex. Manufacturers and suppliers had difficulty in offering products and services that meet customer needs for the convenience of buying the service because of business which makes the competition even more active. In this era of competition, complex information causes overload problems which in turn are time consuming.

Recommendation systems are information filtering system that aids users in predicting rating or preference of an item under users’ consideration. The systems offer users alternate selections without having to work out all the details by themselves. As overwhelming information explosion renders searching, extraction, analysis, and processing hideous and formidable time-consuming operations, recommender systems became a favorable decision tool or assistant to offload such undesirable tasks. Worse yet, activities involving human are inevitably subject to human errors that can lead to poor or wrong decisions.

Recommender systems usually use collaborative filtering algorithms or a combination of the collaborative filtering algorithms and the other filtering algorithms to find users who have similar tastes and suggest items [1-3]. We conducted the movies recommender system by using collaborative filtering and k-means which uses the techniques of data mining to divide user in the groups before entering into collaborative filtering. After entering into the system, it will process the information and give the required prediction thus saving the user time.

2. Literature review
2.1 Recommendation system
Recommender systems are beneficial to both service providers and users [4]. They reduce transaction costs of finding and selecting items in an online shopping environment [5]. A recommendation system is a system used to present or talk about personal experienced to the customers by presenting information filtered to them, specifically for each customer through several channels of communication. This increases the chances of the information reaching the customers faster and reduces the overloaded information. Recommendation systems have also proved to improve the decision making process and quality [6]. General recommendation systems contain four parts: database, human-computer interface, algorithm,
recommendation components which has been shown in Figure 1.

Figure 1 General recommendation systems

2.2 Data mining
Data mining is the process of discovering interesting knowledge, such as associations, pattern, changes, significant structures and anomalies, from large amounts of data stored in databases or data warehouse or other information repositories [7]. The main techniques for data mining include classification and prediction, clustering, outlier detection, association rules, sequence analysis, time series analysis and text mining, and also some new techniques such as social network analysis and sentiment analysis. Detailed introduction of data mining techniques can be found in other volumes and journals on data mining [8-10].

2.3 Clustering
Clustering techniques have been applied in different domains, such as pattern recognition, image processing, statistical data analysis and knowledge discovery [11]. Clustering provides division of data into groups of similar objects (observations, events) based on the information found in the data describing the objects or their relationships. Clustering algorithm tries to partition a set of data into a set of sub-clusters in order to discover meaningful groups that exist within them [12]. The goal is to compare the objects in a group to be similar (or related) to one another and different from (or unrelated to) the objects in other groups. The algorithm used in the residential similarity or proximity by calculating when measuring distance between vectors of information such as Euclidean distance. Clustering information is useful in analyzing the data which do not know the exact details of the target class or group number.

2.4 K-means
K-means clustering is a method of vector quantization, originally from signal processing, that is popular for cluster analysis in data mining. K-means clustering aims to partition an observation into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster. In practice, in the management of the independent variables with more than two variables that use the same to replace two element vectors (x1, x2) with the same positions to n element vectors (x1, x2,...,xn). To determine the group in advance, a random selection process starting from the center of each group, then measured the distance during each of the data center group of the conditions of the nearest or minimum distance in the group data [8].

The typical k-means clustering method
1) Clusters the data into k groups where k is predefined.
2) Select k points at random as cluster centers.
3) Assign objects to their closest cluster center according to the Euclidean distance function.
4) Calculate the centroid or mean of all objects in each cluster.
5) Repeat steps 2, 3 and 4 until the same points are assigned to each cluster in consecutive rounds. The formula use for cluster center (centroid) [13].

Clustering begin from K=2, 3, 4,...,Kn until suitability, this case use Euclidian distance is the basis of the group results. This is called the sum of squared errors (SSE)

$$E_k^2 = \sum_{i=1}^{k} e_i^2$$

Where:

$$e_i^2 = \sum_{i=1}^{n_k} (x_{ik} - M_k)^2$$; Or

$$\sqrt{\sum_{i=1}^{n_k} (x_{ik} - M_k)^2}$$

Where: M is center of group k, X is data of point in ik.

2.5 Collaborative filtering
Collaborative filtering (CF) is a popular recommendation algorithm that bases its predictions and recommendations on the ratings or behavior of other users in the system [14]. The fundamental assumption behind this method is that other users’ opinions can be selected and aggregated in such a way that provide a reasonable prediction of the active user’s preference. Intuitively, they assume that, if users agree about the quality or relevance of any items, then they will likely agree about other items. For example, if a group of users likes the same things as Mary, then Mary is likely to like the things they
like which she hasn’t yet seen. There are other methods for performing recommendation, such as finding items similar to the items liked by a user using textual similarity in metadata content-based filtering (CBF). Now a popular technique for finding similarity has three parts: adjusted cosine-based similarity, cosine-based similarity and correlation-based similarity.

CF is dependent on the correlation-rate (Co-Rate) to find user’s feature nearest to all users from the database. So a major cause significant problems such as scalability problem. This is a challenge for the designers, because the system will have increased amount of active users, which will result into user similarity hence processing takes long time [15]. So in case of a larger system, this solution can be achieved by designing the system to segment users into groups before entering into collaborative filtering to reduce the time to process user similarity and the results will be faster.

\[
R_{\text{sim}}(t,c) = \frac{\sum_{i \in D}(R_{i,t} - \bar{R}_t)(R_{i,c} - \bar{R}_c)}{\sqrt{\sum_{i \in D}(R_{i,t} - \bar{R}_t)^2} \sqrt{\sum_{i \in D}(R_{i,c} - \bar{R}_c)^2}}
\]

(2)

Where: \( t \) is the user of data target and \( c \) is the user of data comparison.

\( R_{\text{sim}}(t,c) \) is the correlation similarity between user of data \( t \) and \( c \).

\( R_{-}(i,t) \) and \( R_{-}(i,c) \) is the user rating for user of data \( t \) and \( c \).

\( R_{-}^{-1} \) and \( R_{-}^{-c} \) is the k-mean rating for user of data \( t \) and \( c \).

3. Implementation

The implementation of recommendation system, k-means and collaborative filtering techniques steps are as follows:

3.1 Study the problems and needs of the system

Studied the algorithm used for k-means and collaborative filtering techniques in using web application PHP language to also study the need for the data to recommend screening of the movies which are close to the needs of most applications, including legacy systems that provide educational information using historical data, that allows users to set the preferences movies on a scale of one to five (5) level as shown in Table 1.

<table>
<thead>
<tr>
<th>Liking</th>
<th>Rating scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very like</td>
<td>5</td>
</tr>
<tr>
<td>Like</td>
<td>4</td>
</tr>
<tr>
<td>Normal</td>
<td>3</td>
</tr>
<tr>
<td>Not like</td>
<td>2</td>
</tr>
<tr>
<td>Do not like</td>
<td>1</td>
</tr>
</tbody>
</table>

3.2 Data collection

Collected information is to relate and to meet the objectives that have been set in the system. This part shows the basic data used to develop the system for the group of users with k-means and set the data used to create a database of the system. The data has been considered from website movie lens project http://grouplens.org/datasets/. This data is clustered in ten groups as shown in Table 2.

<table>
<thead>
<tr>
<th>Group</th>
<th>Member of group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>36</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
</tr>
<tr>
<td>3</td>
<td>56</td>
</tr>
<tr>
<td>4</td>
<td>52</td>
</tr>
<tr>
<td>5</td>
<td>61</td>
</tr>
<tr>
<td>6</td>
<td>39</td>
</tr>
<tr>
<td>7</td>
<td>41</td>
</tr>
<tr>
<td>8</td>
<td>52</td>
</tr>
<tr>
<td>9</td>
<td>72</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>
3.3 Systems analysis
The processing model is shown in Figure 2.

The system can be divided into three parts including the user, the movie manager and system administrator.

- Start
- User clustering with-means
- Finding user similarity with Pearson correlation
- Select closest N neighborhoods
- Rating prediction
- Ranking
- Display movies
- Finish

Figure 2 Processing model

Figure 2 shows the work after active user gives a rating to the movie, when you watched and requests a recommendation system of other movies. Then, the system will cluster active user to the group which you are recommended by using k-means. After that, the system will take that profile active user to compare with other users which are under same cluster with active user to find out what you are most similar to the active user, using Pearson correlation coefficient as the comparison tool. Then selects the most similar to the current user of 30 people that bring profile to all of those to predict rating movies of the current user that has never visited before with weighted-sum prediction. After that, they were ranked and rated the movies with up to 10 of the current users.

3.4 Development system

Figure 3 The movie guide
Figure 3 explains the four different phases in the system. The first phase is a group that provides users with rating information of the movie that provides with a variable of the grouping. Phase 2 to 4 is a processing collaborative filtering. Collaborative filtering will calculate the rating between users within the cluster, after that go and compare the similarity values in the user-user similarity matrix. It will select closest user similarity and pull data similarity values for neighbors that come out and calculate the predicted rating and put in store to search highest predicted rating for relevant user and recommendation to the user.

3.5 Processing k-means and collaborative filtering
The system will search group for users by using k-means to find the distance between users, the group of users and clustering of users. The system clustering with the k-means algorithms by measuring the distance of each data point from the center of the 10 groups by using Euclidean distance and calculated information will be stored in the database.

Table 3 User gives movies rating

<table>
<thead>
<tr>
<th>User_Id</th>
<th>Movie_Id</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>501</td>
<td>124</td>
<td>5</td>
</tr>
<tr>
<td>501</td>
<td>133</td>
<td>2</td>
</tr>
<tr>
<td>501</td>
<td>140</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3 shows the movie rating given by the users. Each group were compared as shown in Table 4.

Table 4 The data of centroid for three movies

<table>
<thead>
<tr>
<th>Movie</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>K5</th>
<th>K6</th>
<th>K7</th>
<th>K8</th>
<th>K9</th>
<th>K10</th>
</tr>
</thead>
<tbody>
<tr>
<td>-ID</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>124</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>133</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

The system performs clustering algorithm with k-means of measuring the distance from the point of a centroid cluster of the 10 groups. The equation for calculating the Euclidean distance as a group of users with one or K1 below:

\[ D = \sqrt{(3 - 5)^2 + (2 - 2)^2 + (3 - 4)^2} = 2.23 \]

Similarly, calculate the distance of the user groups with 2 to 10, which will have the full results below.

<table>
<thead>
<tr>
<th>Movie</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>K5</th>
<th>K6</th>
<th>K7</th>
<th>K8</th>
<th>K9</th>
<th>K10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

So the above outcome determines the evidence that such users are spaced from the least common group to the greater, so the system will provide the user 501 in seven groups.

After that, the system will search for a user similarity based on the definition and will create a matrix of data between users on the movie as shown in Table 5.

Table 5 Table user given rating

<table>
<thead>
<tr>
<th></th>
<th>Father of the bride</th>
<th>Golden eye</th>
<th>Casino</th>
<th>Four rooms</th>
<th>Money train</th>
<th>Get shorty</th>
<th>Assassins</th>
</tr>
</thead>
<tbody>
<tr>
<td>User_1</td>
<td>1</td>
<td>4</td>
<td>?</td>
<td>3</td>
<td>?</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>User_2</td>
<td>?</td>
<td>3</td>
<td>?</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>?</td>
</tr>
<tr>
<td>User_3</td>
<td>3</td>
<td>?</td>
<td>1</td>
<td>?</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>User_4</td>
<td>3</td>
<td>?</td>
<td>4</td>
<td>?</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>User_5</td>
<td>?</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

The system will be searched by users who are similar, and compare user 1 to all the others who have pieces of information rating 3 (Casino) include the user with 3, 4 and 5, so at this stage to make a comparison between the User 1 to 3, 4 and 5 respectively.

Table 6 shows the calculation of the similarities by Person correlation:

\[ R_{ij}=\frac{(1+3)/2=2 ; \ R_{i}c=(3+1)/2=2 ; \ R_{j}=2 \ and \ R_{c}=2} \]

\[ R_{ij}^2 \ and \ R_{c}^2 \]

\[ \text{RSim}(t_1, c_3) = \frac{(1-2)(3-2)+(3-2)(1-2)}{\sqrt{(1-2)^2+(3-2)^2}(3-2)^2+(1-2)^2}} \]

\[ = \frac{-1}{\sqrt{22}} \]

\[ = -0.5 \]
The calculation is similar to Person correlation to the resemblance of making comparisons will get result e like this:
The similarities between User_1 and User_3 = -0.5
The similarities between User_1 and User_4 = 0.5
The similarities between User_1 and User_5 = 0

After that, the process of bringing the user that looks for rating similar to the target the number of K to predict satisfaction as possible by weight sum equation, Here, the size of the user is 2(K=2).

Therefore, only User 4 and 5 which is similar have considered for calculation.

\[ K = \{c_4, c_5\} \]
\[ P_{U_1,R_3} = \frac{(Rsim(t_{c_1},c_4)+Rsim(t_{c_1},c_5))+(Rsim(t_{c_2},c_4)+Rsim(t_{c_2},c_5))}{\|c_1\|^2 + \|c_2\|^2} = \frac{2}{4} = 0.5 \]

The above calculation of the predicted rating User1 is equal to User4 for movie casino.

| Table 6 The calculation of the similarities between the User 1 and User 3 |
|--------------------------|--------------------------|--------------------------|
| Father of the bride     | Golden eye               | Casino                   |
| User_1                   | 1                        | 4                        |
| User_3                   | 3                        | ?                        |

3.6 Performance
The purpose of clustering is to know how many people in the groups and the centroid of the group. Then bring centroid to a cluster group for new user to the group by k-means algorithm. In this paper, we use WEKA software. It is used to cluster a group of users, the data downloaded from the website movie lens project data. It is so big to choose 500 users, 80 movies records and rating. First, we should transform data from excel to CSV because this file is supported by WEKA. We can delete something if unnecessary or not relate to your data. In our case we only use user, movies name and rating shown in the figure below (Figure 4).

Figure 4 The data user given movies rating
The data is selected and converted into a comma separated values (CSV) and formatted using the CSV converter and then cluster imported to WEKA program. It is the first open WEKA program, explorer, pre-process, and then open your file and click the cluster, after that you will see so many options and then click on the choose button to choose simple k-means. Next left click on the smile k-means –N 2-A “weka.core.Euclidean Distance –R first-last” then it will show function. On these pages we can set the number of clusters depending on how many groups do you want. In our paper, we use 10 clusters to get the results as shown in Figure 5 and 6.

**Figure 5** Number of group and member of group

**Figure 6** Centroid of group

*Figure 5* shows that group 1 includes 36 people, group 2 includes 70 people, group 3 includes 56 people, group 4 includes 52 people, group 5 includes 61 people, group 6 includes 39 people, group 7 includes 41 people, group 8 includes 52 people, group 9 includes 20 people, and the last group 10 includes 72 people, on the same time we will see *Figure 6*. That is centroids all of group for movies. Furthermore, by comparing this set of different groups, using the centroid method we figured out that while the group is increasing, members are getting improved in number too.
4. Conclusion and future work
Collaborative filtering is the most successful and popular algorithm in the recommender system’s field. It helps customers to make a better decision by recommending interesting items. Even though this algorithm is the best, it suffers from poor accuracy and high running time. To solve these problems, this paper proposed a recommendation approach based on user clustering by using the Euclidian distance to calculate two users to cluster dataset. This method combines clustering and neighbors’ vote to generate predictions. In the future there may be techniques, fuzzy c-means in the group stages of the first system to provide a more effective segmentation.
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