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1.Introduction 
Proportional integral and Derivative (PID) controllers 

have been used in industrial control applications for a 

long time. PID controllers date to 1890s governor 

design [1, 2]. Despite having been around for a long 

time, the majority of industrial applications still uses 

PID controllers. According to a survey in 1989, 90% 

of process industries use them [3]. This widespread 

use of PID in industry can be attributed to their 

simplicity and ease of re-tuning on-line [4].  

 

In industrial control, the most widely used controller 

is PID controller; it has a simple structure, robustness 

and wide applicability. Self-tuning PID controller and 

the optimization of parameters has become an 

important research topic [5-12].  

  

There is Ziegler-Nichols in the classic PID parameter 

tuning method [13]; the control tuning effect is often 

difficult to meet the control requirements. In [14] a 

method with the PID controller parameters decided 

based on a FOLPD model has been designed. 

 

The main design requirement is the rejection of load 

disturbances. Artificial intelligence methods have 

been introduced, particle swarm optimization (PSO) 

algorithm is proposed for PID tuning parameters [15, 

16]. 
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Artificial immune systems (AIS) are computational 

systems inspired by the principles and processes of 

the vertebrate immune system, which learns about the 

foreign substances to defend the body against them 

[17]. Kim and Cho used the algorithm for disturbance 

function based tuning [18]. The immune algorithm is 

also used for auto tuning of PID controllers [19]. Ant 

colony optimization (ACO) is a recently developed 

meta-heuristic approach to solving optimization 

problems based on working on an ant colony [20, 

21]. Ant colony optimization was used for PID tuning 

[22]. It was used to minimize a multi-objective 

function and its results were found to be better than 

genetic algorithm and Ziegler Nichols method. The 

bee’s algorithm is used to tune a PID controller and 

solving complex systems [23]. The results of ACO, 

PSO and bees algorithm are compared and presented 

in [24].They have suggested ACO in case of 

minimum overshoot and PSO in the case of fast rise 

time and settling time points. 

 

In PSO algorithm, an important parameter is the 

inertia weight (w), if w is large, the algorithm, global 

search capability is strong, when w is small, the 

algorithm’s local search ability is strong. In the early, 

evolution should be based on global search; evolution 

is mainly based on local search in the late. Linear 

weights dropped PSO (LWDPSO) sets w in decreases 

linearly strategy with the evolution conduct [25], the 

algorithm improves search efficiency, but it has a 

drawback of a premature convergence, and it is 
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trapped in a local optimum. Stochastic PSO 

algorithm (SPSO) is with a partial search capability 

[26]. It results in a random location and 

breakthroughs search blind spots, but there are 

unstable characteristics. An improved PSO algorithm 

is presented in this paper; it is an interactive 

evolutionary PSO algorithm (IEPSO). In this 

algorithm, the swarms will be divided into two 

groups [27, 28] for joint search, two swarm particles 

were standard PSO and SPSO, they are parallel 

interaction evolution. Where larger w is set for the 

standard PSO particle group. It is focusing on global 

search, the SPSO particle group focuses to find the 

global optimum location in the vicinity of the 

standard PSO particle group. It works for fine search, 

and generates a random location, and breakthroughs 

search blind spots. Particles are dynamically 

allocated to two groups according to the stage of 

evolution. According to an evolutionary generation 

number, the number of the evolution particles is 

adjusted dynamically in two algorithms, to ensure 

that it is mainly a global search in the initial 

algorithm; it is based on local search later. 

 

2.Materials and methods  
2.1Standard PSO algorithm 

PSO algorithm originated from birds foraging 

behavior simulation, optimal population is made 

through collective collaboration between individuals. 

Standard PSO algorithm initialization generates a 

group of particles; each particle flight to a certain 

speed in n-dimensional space, flight speed is 

dynamically adjusted by individual flight experience 

and flight experience of groups. 

),,,( 21 iniii XXXX   is the current position of 

i-th particle,  ),,,( 21 iniii VVVV   is the current 

velocity of i-th particle, ),,,( 21 iniii PPPP   is 

the ever experienced best location  of i-th particle,  i-

th particle has the best fitness in the position. f (x) is 

set as the minimized objective function, the best 

position of i-th particle is decided by the formula (1): 
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The best position in all particles position is called 

global best position, it is denoted as )(tPg . That is 

formula (2). 

},,2,1|)(min{arg)( SiPftP ig       (2)  

 

PSO algorithm evolution equation is in (3), (4) 

formulas. 

))(())(()()1( 2211 tXPrctXPrctwVtV igiiii          (3) 
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Where i = (1,2, ..., S), S is the size of the population; 

c1, c2 is accelerating factor; r1, r2  [0,1] is a random 

value of uniformly distributed; w is the inertia 

weight,  if w is large, global search ability is strong, 

when w is small, the local search ability is more 

prominent. LWDPSO set w with the linear decrease 

evolution, w is in the range of [0.4, 0.95], the 

relationship between w and the number k of 

evolution can be defined as (5) formula. 
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    (5) 

Where w is the maximum number of evolution. After 

the end of the evolution, the optimal location in the 

PSO algorithm search is the optimal solution of the 

system requirements. 

 

2.2SPSO algorithm 

SPSO algorithm is the particle velocity evolution 

equation (3) in order inertia weight w = 0, namely: 

))(())(()1( 2211 tXPrctXPrctV igiii      (6) 

 

In this case, the algorithm, global search is 

weakening, and local search capability is 

enhancement. In the current global optimum position, 

j-th particle velocity will be zero, it stops the search, 

in order to enhance the global search ability, the 

historical best position Pg is preserved in PSO, and in 

the search space, the re-location of randomly 

generated j-th particle is P'g, the self-position of j-th 

particle is preferably updated to the formula (7): 
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In this evolution, the other particles evolve with the 

velocity and position in accordance with formula (4), 

(6), and by the formula (1), their best place is 

obtained by the update after the compared their 

results. After each iteration, the particles at the global 

optimal position generate randomly a new position 

again, to repeat the operation until the end of 

evolution. 

 

SPSO has local search ability, its global optimization 

ability relies on random position which the current 

particles of the best location generated, they break the 

blind search algorithm, but it lacks of stability. 
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2.3IEPSO algorithm 

An improved PSO algorithm is presented in this 

paper that is PSO interactive evolutionary algorithm 

(IEPSO).  The number of particles is S, the total 

evolutionary generation is G, the current evolutionary 

generation is i, particle swarm is divided into two 

groups, evolution is made  respectively by using 

standard PSO and SPSO. The standard PSO particle 

group focuses on global search, SPSO particle group 

focused on fine search in the area where the standard 

PSO particle group finds the global optimum 

location, and it generates a random location and 

breakthroughs blind spots. When a standard PSO 

evolution is used, the number of particles is S * (G-i) 

/ C (rounding toward minus infinity direction), when 

SPSO evolution is used, the number of particles is S 

* i / G (rounded towards positive infinity direction). 

   

When the initial evolution, the number of particles is 

largest in the standard PSO particle group, and it 

reaches to S-1. In global search, SPSO particle group 

only has one particle, when the area of the current 

optimal location is found in the global search, then 

local search is done. It is expected to search better 

position in the region. In evolutionary late dynamic 

particle is gradually adjusted from the standard PSO 

particle group to the SPSO particle group. The space 

has been multiple searched by a standard PSO 

particle group. The SPSO particle group makes local 

search for the small areas of current best positions, 

and it generates a random location and breakthroughs 

search blind points. Standard PSO particle group 

searches in the relevant large area of the current 

global optimal spatial position, it does not give up 

any opportunity to find the global optimum position. 

In order to ensure that the standard PSO algorithm 

has a large global search capability, IEPSO inertia 

weight W value takes one.  

  

3.Results 

3.1Experiments and analysis 

The four typical test functions [14] Sphere function, 

Rastrigrin function, Rosenbrock function and 

Griewank function have been used to test 

performances of LWDPSO, SPSO and IEPSO as the 

fitness function for testing.  In order to avoid the 

impact of the initial population location of algorithm 

performance, asymmetric shape search space is 

selected in Sphere function and Rastrigrin function, 

and symmetric search space is selected in 

Rosenbrock function and Griewank function. Their 

dimension and the search ranges in the typical test 

functions have shown in Table 1. 

 

Table 1 Typical test functions 

Function Dimension  Range 

Sphere  30 [-50,100] 

Rastrigrin  20 [-5.2,10.24] 

Rosenbroek  30 [-30,30] 

Griewank 100 [-600,600] 

 

In each PSO algorithm, the maximum evolutionary 

number is 500 generations. The size of the population 

is 80, c1 and c2 is equal to 2. To avoid accidental 

experiment phenomenon, now three algorithms 

simultaneously carry out 10 experiments for these 

four functions. These four algorithms, optimization, 

performance comparison graphs with the fitness and 

evolution has been shown in Table 2. Table 2 shows 

the adaptation of the average, maximum and 

minimum values which are obtained by the three 

algorithms in 10 experiments. 

 

Table 2 Comparison of fitness optimization 

Function Algorithm Average Maximum value Minimum value 

Sphere  LWDPSO 0.0138  0.0300  0.0029  

SPSO 7.59E-06 2.49E-05 9.32E-09 

lEPSO 1.16E-06 3.70E-06 1.46E-13 

Rastrigrin LWDPSO 14.6048 19.813 10.3697 

SPSO 7.62E-04 0.0029 1.77E-05 

lEPSO 1.22E-05 5.73E-05 1.08E-07 

Rosenbrock LWDPSO 27.5945 30.0881 11.3921 

SPSO 4.68E-04 0.0016 3.41E-05 

lEPSO 5.27E-05 1.96E-04 8.50E-07 

Griewan LWDPSO 0.0112 0.0177 0.0071 

SPSO 1.95E-04 6.48E-04 1.23E-05 

lEPSO 1.46E-05 8.39E-05 9.87E-08 

 

The LWDPSO search capabilities are poor, early 

signs are very clear. SPSO pre particle velocity is 

smaller, particles concentralize in the local small-

scale. It is possible to find the optimum position in 

the early, middle and late optimization depends on 

whether to find the optimal position randomly. The 
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fitness curve randomness is the larger, fitness will be 

jumping change, and it lacks of stability. IEPSO with 

two interactive evolutionary algorithms has better 

global search capabilities and the ability of local 

convergence, when the fitness curve reduces in a 

stable premise. There will be random small decrease.  

At the same time, it can be drawn from Table 1 that 

LWDPSO optimization is poor. The resulting fitness 

is much higher than the ones in the other two 

algorithms. The SPSO optimization result is superior 

to LWDPSO, and it is inferior to IEPSO. When 

fitness is obtained by IEPSO simulation, its average, 

maximum and minimum values are the lowest in the 

three algorithms. 

 

3.2PID parameters self-tuning experiment Based 

on IEPSO 

PID controller can be described as in equation (8). 

sk
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k
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By tuning these three parameters kP, kI and kD, the 

system is made to meet the required performance. 

System design parameters are the kP, kI and kD. The 

individual particles may be encoded in three-

dimensional space, [kP, kI, kD] = [x (1), x (2), x (3)]. 

The search range of the parameters and flight speed 

range are set to formulas (9) and (10). 
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The controller parameters kP1, kI1 and kD1 are 

obtained for the introduction of Ziegler-Nichols 

Tuning. In order to get the right performance of 

transition and dynamic properties, the appropriate 

fitness function J must be selected. The error and the 

time must be controlled in the fitness function, as 

well as the overshoot   punitive measures are set in 

the objective function. 

 **|)(|*
0

 


sttdtteJ      (11) 

Where e (t) is systematic error, ts is regulation time,

 ,  and  are weights.  ,  and   set values 

were 0.75,0.25 and 5 respectively. In IEPSO 

algorithm, PID controller parameters kP, kI and kD are 

mapped into particles. Selection is optimized for 

these parameters. 

 

 

4.Discussion  
The high-end system is selected as a control object 

simulation. In the experiment, Ziegler-Nichols 

method, LWDPSO, SPSO and IEPSO are used 

respectively to tune the PID control parameters and 

to compare these results. The number of initial 

population (PSO) is 40. The number of iterations is 

100.The search and flight speed ranges are 

determined according to formula (9) and (10). The 

sampling time is 20 ms. The input signal is a step 

signal. 

Control object is shown in formula (12). 
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In Table 3, the controller parameters are listed by 

four kinds of tuning method, these parameters are 

obtained in optimal controller for the control object. 

Unit step response curve of the control object has 

been shown in Figure 1. 

 

Table 3 PID controller tuning parameters 

Tuning 

method 

Control object 

kP kI kD 

Ziegler-Nichols 0.5743  0.2256  0.9826  

LWDPSO 0.6717 0.2431 0.9910  

SPSO 0.5056 0.2329 0.8273  

lEPSO 0.5352  0.2246  0.9614  

 

 
Figure 1 Step response curve comparison chart 

 

The overshoot of the step response curves is minimal 

with PID controller parameters by using IEPSO 

optimization as shown in Figure 1. The overshoot of 

the step response curves is minimal, and its adjusting 

time is the shortest. While in the step response curves 

with LWDPSO optimization, the effect of parameters 

is still good such as overshoot and adjustment time. 

In step response curves by using SPSO optimization, 

SPSO overshoot is less than LWDPSO, but it is 

adjusted for longer than LWDPSO. In step response 
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curve with Ziegler-Nichols method, the overshoot is 

the maximum, and its adjusting time is the longest. 

 

5.Conclusion  
In this study, LWDPSO and SPSO have been 

discussed. The LWDPSO and SPSO features are 

analyzed.  The features of the standard PSO and 

SPSO are researched, and the interactive evolution of 

PSO is proposed. The simulation results of the four 

fitness function have been discussed. IEPSO 

optimizing performance is proven better in 

comparison to LWDPSO and SPSO. IEPSO, 

LWDPSO, SPSO and Ziegler-Nichols methods are 

used to perform simulation experiments for the 

controlled object. It is proved that PID controller 

parameter tuning result is best in IEPSO algorithm. 

PID parameter tuning has been developing 

continuously, random algorithm and fuzzy 

technology are the mainstream [29-34]. 
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