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Abstract  
 

A robust and simple algorithm is implemented to 

search a record using the index dataset. In an 

RDBMS, the required dataset or records are 

accessed using the database name. In this proposed 

algorithm, the database name is used only once 

during the creation of index table, and hence forth 

onwards the database is accessed using the index 

table. Thus, database hiding concept is implemented 

to certain extent. The usage of index table reduces 

the access time complexity to a greater extent when 

applied to a large database. Security is provided to 

the database by checking for the authorization 

before the index table is accessed.  The records are 

searched from database through the index table 

using the linear search. In this paper, a bi-level 

linear search is implemented using parallel 

processing system efficiently at a faster rate. Thus, 

time complexity is less compared to normal search 

method which is applied to a large database. Data 

retrieval is too efficient since the proposed approach 

operates on the address rather than the data 

records. The second attribute of the index table uses 

the concept of pointers. Pointers are the variables 

that stores the memory address of other variables. 

Using pointers in index table any record is 

accessible with time less than a second.  Many 

factors have contributed to decrease the time 

complexity in accessing the database using index 

table. Initial processing is done using index table 

without database access, then the range of records 

related to the corresponding index is read from 

memory directly using the pointer variable. Thus, 

the proposed algorithm not only contributes in data 

hiding, implementing security, reduced time 

complexity and but also efficient memory usage. 
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1. Introduction 
 

Quick, flexible and efficient access to information 

collected from a long period of time is essential for 

increasing the effectiveness of an organization. A lot 

of data mining tools are available, it is the choice of 

the organization to decide which tool will best 

applicable to manage their data and achieve this goal. 

Out of many options are available, Relational 

Database Management Systems (RDMS) provide the 

only sensible choice for data management. 

 

What is a relational database? A relational database is 

a collection of related information edited to required 

data, organized into separate tables. This will provide 

storage and easy access of related information in one 

place. 

 

RDBMS stores the collection of related information 

in a continuous memory location. To query such a 

database requires to load the entire table onto the 

main memory, which may be inefficient to manage 

the data within the limited memory. As a solution 

being proposed in this paper is to access the database 

using indexed reference keys to load only the 

required part/ section of database for query 

processing. Thus efficiently managing the main 

memory with a cost of extra processing for managing 

the index table to the database.  

 

In this paper, the algorithm has been proposed to 

access the database using pointers.  The considered 

database is a table with large set of records stored in 

the central server. The records are arranged in 

ascending order using the Primary key. Thus, as the 

time passes the dataset keeps on growing. The 

primary key is allotted uniquely to each record in 

increasing order. 

 

1.1 Literature Survey 

Database application is a thrust research area in 

security management and enforcement applications 

as a prerequisite for database applications. Until now 

much research work has been done on database 
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applications and example-based techniques.  Data 

hiding is one of the important feature that provides 

the security. The accessing are simple and easy to 

understand and implement. The only complication 

present in this methodology is that it requires extra 

space for storing index table.   However, some of 

these methods are computationally expensive. 

 

A. Fikes[1], 2010, mentioned regarding the  Storage 

architecture and challenges. A. Labrinidis, et al [2], 

2010, proposed the methodology for Caching and 

Materialization for Web Databases. Anup K. Sen et 

al. [3], 1989, devised method for Fast recursive 

formulations for best-first search that allows 

controlled use of memory. Hacigumus, et al [4],2004, 

proposed a methodology for Ensuring the Integrity of 

Encrypted Databases in the Database-as-a-Service 

Model. Hermann Keindl, et al [5], 1994,  discovered 

the algorithm for Improvements on linear space 

search algorithms. J. Baker et al [6], 2011, invented a 

methodology for Megastore: Providing scalable, 

highly available storage for interactive services.  J. 

Dean [7], 2010, described a procedure for the  

Evolution and future directions of large-scale storage 

and computation systems . Lohman, G., et al [8], 

1984,  developed the methods for  Query Processing . 

Markl et al [9], 2003, proposed an  An autonomic 

query optimizer for db2. M. Stonebraker [10], 2010, 

described the differences between  SQL databases v. 

National Science Foundation [11], 2012, provided the 

information about the  Core Techniques and 

Technologies for Advancing Big Data Science 

&Engineering. Oracle [12], 2011, gave the 

information on relational dbass . Pizzete, L. et al [13], 

2012, provided the information on database in 

regards to Database as a Service: A Marketplace 

Assessment. S. A. Wright, et al [14], 2011,specified a 

methodology in Light-weight Parallel I/O Analysis at 

Scale.  T. Kraska et al [15], 2013, proposed a 

technique in to maintain data consistency in MDCC: 

Multi-data center consistency.  W. Hsu et al [16], 

2004, provided the information on  "The Performance 

Impact of I/O Optimizations and Disk Improvements. 

 In this paper, we present a systematic representation 

of the indexed dataset access with reference key 

using the linear search methodology as a searching 

technique.  The rest of this paper is being organized 

as follows.  Section 2 describes the Proposed 

Methodology. Section 3 presents the Proposed 

Algorithm. Section 4 provides the Experimental 

Results.   Finally, we draw the conclusions in section 

5. 

2. Proposed Methodology 
 

In the proposed methodology a separate index table is 

maintained with two attributes, a key which 

represents the primary key of the database table and 

the second attribute is a pointer variable which stores 

the address of the record in memory corresponding to 

the key. The entire database is divided to equal 

intervals of set of records, and the first record in the 

presented interval will be the key in the index table. 

For example a sample database with 100 records is 

divided into 10 intervals, thus every 1
st
 record 

primary key value will be an entry in the index table.  

Thus the range of records for search criteria from the 

main table with n records will be reduced to m 

records (i.e from key to key + m (interval size) -  1 to 

key).This will point to the first record in the interval.  

Hence, by reducing the memory storage space 

required to load the data records to be searched or 

accessed to 1/mth of the whole database. Once the 

specified set of records are loaded into the primary 

memory, further the desired record is obtained by 

performing a linear  search with the range of key to 

key + m (interval size) - 1 . The linear search 

algorithm is used in this proposed research, since it is 

simple to understand and implement. 

 

Linear search or sequential search is one of the most 

basic algorithms used to perform a search operation 

by comparing each element with the search key.  The 

search is performed beginning from to first record in 

sequence until it the desired record is found or the list 

is exhausted.  

 

For a list with n items, the different cases are as 

follows: 

(i) The best case is when the value is equal to 

the first element of the list (i.e., in the first 

comparison itself the desired record is 

found). 

(ii) The worst case is when the value is not in 

the list (or occurs only once at the end of the 

list), in which case n comparisons are 

needed. 

(iii) The time complexity for linear search to be 

performed on index table is O(n) and the 

second search requires O(m).  Therefore 

overall time complexity required to search a 

record is O(n + m). 
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The database is accessed first through the index table 

of size n, thus expected no of comparisons at worst 

case is n  and at the best case is 1. 

Next the dataset related to the index is searched for 

the search key record, therefore the no.of 

comparisons a worst case is m and at best case is 

again 1. 

Thus the overall no.of comparisons required are: 

Best case  1+1 = 2 comparisons (1) 

        i.e., first record is matched both at the index 

table and the dataset retrieved from the database. 

Worst case  n+m comparisons    (2)  

             i.e., total no. of records being compared in 

the tables, index and database. 

 

In a DBMS the dataset records are accessed directly 

by using the table name. Once the database table 

name is known all the detailed records can be 

accessed.  To implement the characteristics of the 

database hiding and security, the entire record access 

procedure is maintained by using the reference 

pointers i.e., direct memory location of the index key 

record. Pointers are the variables who store the 

address of other variables. Thus by using reference to 

direct memory location only the part of the database 

is accessed through the index table. Since through the 

reference variables are used to access the original 

location of the dataset and the copy of dataset is 

displayed, all operations which can be performed on 

a database can also be implemented through 

reference variables. 

 

The linear search algorithm is used to search for the 

desired record in the provided, set by incrementing or 

decrementing the pointer value. Thus the name of the 

database is used only once, in the beginning during 

the initialization of pointers in the index table, rest of 

task is carried out using the attributes of main index 

table. Hence the database hiding quality is 

implemented. The reference Key used in the database 

is given in Figure 1. 

 
 

Fig.1: Reference Key used in Database Access 

3. Proposed Algorithm 
 

A huge Relational database with a incremental 

unique primary key. The proposed research is 

implemented as shown in the below algorithm. 

 

Step 1: Create a database with primary key. 

Step 2: Create an index database with two attributes 

key and reference. 

Step 3: Dividing the database into m partitions by 

assigning the first key record value of each partition 

to the index database. 

Step 4: The primary key of the reference table is 

stored in key attribute and the address of the 

corresponding record is stored in the reference 

attribute of the index table. 

Step 5: once the index table is created it is updated 

internally whenever the any updations to the original 

database are updated (i.e., the index table grows 

along with the growing database). 

Step 6 : Read the key value  as the search key to 

search the database. 

Step 7: First the index table searched for the key 

attribute for the corresponding value it falls in as 

shown in Equation .1 

Step 8: The dataset to which the search key is 

loading into memory using reference value + m 

(interval value)  - 1 i.e., the first record in the interval 

to key i.e., the first attribute value of index table. 

Step 9: A linear search is performed to search the 

loaded database for the required record with the no. 

of comparisons for best case as shown in Equation 1 

and in worst case as shown in Equation 2. 

 

4. Experimental Results 
 

In this research, there are 100 records for 

experimental purpose.  The interval selected is one 

key for every 5 records. The first record of every five 

records is selected as the key index value in the index 

table. Thus the index table has 20 records with range 

of each equivalent to 5 records. The interval size can 

be changed as per user desires depending on the 

database size. The interval size range should not be 

too large or too small, as it might affect the time 

complexity for the data search method.  Figure 2 
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shows the sample Dataset considered in the proposed 

approach. 

 

 
 

Fig. 2: Sample Dataset Used in the proposed 

algorithm 

 

Index table contains two attributes, the first attributes 

corresponds to the Primary key of the linked 

database.  The second attribute references to the 

memory location of the corresponding key attribute. 

The first record of the index table it refers to the first 

record of the database.  It has an access range of 

about five records from the first record in this 

experiment. Followed by second record of the index 

table consists of key value equivalent to the next 

record followed by previous record access range i.e., 

sixth record and reference stores the memory location 

of the corresponding sixth record. Thus continues till 

the end of the database.  In future as the database 

grows the index table grows respectively.  Figure 3 

gives the representation of Sample Index table for the 

database used in the proposed algorithm. 

 

 
 

Fig. 3:  Sample Index table for the database used 

in the proposed algorithm 

The experimental results for searching the desired 

record as shown in Figure 4. 

 

 

 
Fig. 4:  Experimental Results obtained for desired 

record. 

 

However, the proposed method fails in terms of time 

complexity when the searching technique at both the 

levels is replaced by Binary search method. There by 

reducing the access time by 
(   )

 
. 

 

The proposed research is compared with normal 

database access procedure proposed by other 

researchers viz  Anup K. Sen, G.Mohan, W..E 

Boebert in and as  . Anup K. Sen et al. [3], 1989, 

mentioned a Fast recursive formulations for best-first 

search that allows controlled use of memory. 

Hermann Keindl et al.[5], 1994, described the 

Improvements on linear space search. Time taken to 

search each record is less than 1 second on a Quad 

core Processor with 2 GB RAM and found higher 

success rate of 92%.  Figure 5 shows the success rate 

of the proposed approach. 

 
Fig. 5: Success rate of the proposed method with 

the other methods 

 

5. Conclusions and Discussions 
 

The large database is divided into equal intervals 

initially by creating an index table.  Once the index 

table is created, from that point onwards only index 

table is used by the user access the database. Only the 
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administrator/programmer will know which database 

name is connected with the index table. Hence 

database hiding is implemented here. Also the entire 

database need not be loaded into the primary memory 

for processing, only the partition .i.e., and the 

intervals records will be loaded into memory through 

index table. Thus access time to the database is 

reduced to greater extent here. 

 

Again it is based on the size of the partition made, if 

the size is too large, to process the interval partition 

may be time consuming. Hence it is preferred to the 

interval size to the considerable limit with reference 

to the size of the primary memory and processing 

power the system used. 

 

In future studies, efficiency of the search algorithm is 

increased by using binary search method for index 

table and the database, for further improvement in the 

proposed system so that it  becomes more pertinent to 

the design of real time system.   
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