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1.Introduction 
As of late, numerous specialists are centered to utilize 

information digging ideas for Intrusion Detection [1]. 

This is a procedure to extricate the understood data 

and learning. Intrusion detection is the procedure of 

pernicious on the framework and system when we are 

currently correspondence or removing information in 

the constant environment [2][3]. Since its creation, 

interruption location has been one of the key 

components in accomplishing data security. It goes 

about as the second-line guard, which supplements 

the detection controls. At the point when the controls 

fizzled, the interruption identification frameworks 

ought to have the capacity to identify it constant and 

caution the security officers to take incite and 

suitable activities [3][4].  

 

Interruption detection framework manages regulating 

the occurrences happening in PC framework or 

system situations and analyzing them for indications 

of conceivable occasions, which are encroachment or 

inevitable dangers to PC security, or standard 

security rehearses Intrusion detection system (IDS) 

have risen to identify activities which jeopardize the 

uprightness, privacy or accessibility of are sourced as 

a push to give an answer for existing security issues 

[5]. 
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So in the above bearings we review a few angles in 

the resulting segments. We likewise examine about 

information mining and advancement methods, in 

light of the fact that it can be utilized as a part of 

shaping the structure which delivers a better 

recognition framework.  

 

As we examine this study toward a superior system 

with the blend of information mining and 

streamlining. These techniques are valuable and has 

been utilized as a part of diverse methodologies like 

[6][7][8][9][10][11]. So the utilization of these 

calculations can improve an effect. The researches 

have extended their views in this direction by several 

research papers as in [12][13][14][15].  

 

2.Literature survey 
In 2010, G. Schaffrath et al. [16] provide a survey of 

current research in the area of flow-based intrusion 

detection. The survey starts with a motivation why 

flow-based intrusion detection is needed. The concept 

of flows is explained, and relevant standards are 

identified. The paper provides a classification of 

attacks and defense techniques and shows how flow-

based techniques can be used to detect scans, worms, 

Botnets and DoS attacks.  

 

In 2011, Zhengjie Li et al. [17] propose a K-means 

clustering algorithm based on particle swarm 

optimization (PSO-KM). The proposed algorithm has 

overcome falling into local minima and has relatively 
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good overall converged. Experiments on data sets 

KDD CUP 99 has shown the effectiveness of the 

proposed method and also shows the method has 

higher detection rate and lower false detection rate. 

 

In 2012, LI Yin–huan [18] focuses on an improved 

FP-Growth algorithm. According to author 

Preprocessing of data mining can increase efficiency 

on searching the common prefix of node and reduce 

the time complexity of building FP-tree. Based on the 

improved FP Growth algorithm and other data 

mining techniques, an intrusion detection model is 

carried out by authors. Their experimental results are 

effective and feasible. 

 

In 2012, P. Prasenna et al. [19] suggested that in 

conventional network security simply relies on 

mathematical algorithms and low counter measures 

to taken to prevent intrusion detection system, 

although most of this approaches in terms of 

theoretically challenged to implement. Authors 

suggest that instead of generating large number of 

rules the evolution optimization techniques like 

Genetic Network Programming (GNP) can be used 

.The GNP is based on directed graph. They focus on 

the security issues related to deploy a data mining-

based IDS in a real time environment. They 

generalize the problem of GNP with association rule 

mining and propose a fuzzy weighted association rule 

mining with GNP framework suitable for both 

continuous and discrete attributes. 

 

In 2011, LI Han [20] focuses on intrusion detection 

based on clustering analysis. The aim is to improve 

the detection rate and decrease the false alarm rate. A 

modified dynamic K-means algorithm called MDKM 

to detect anomaly activities is proposed and 

corresponding simulation experiments are presented. 

Firstly, the MDKM algorithm filters the noise and 

isolated points on the data set. Secondly by 

calculating the distances between all sample data 

points, they obtain the high-density parameters and 

cluster-partition parameters, using dynamic iterative 

process we get the k clustering center accurately, then 

an anomaly detection model is presented. They used 

KDD CUP 1999 data set to test the performance of 

the model. Their results show the system has a higher 

detection rate and a lower false alarm rate, it achieves 

expectant aim. 

 

In 2011, Z. Muda et al. [21] discuss about the 

problem of current anomaly detection that it unable 

to detect all types of attacks correctly. To overcome 

this problem, they propose a hybrid learning 

approach through combination of K-Means clustering 

and Naïve Bayes classification. The proposed 

approach will be clustering all data into the 

corresponding group before applying a classifier for 

classification purpose. An experiment is carried out 

to evaluate the performance of the proposed approach 

using KDD Cup ’99 dataset. Result show that the 

proposed approach performed better in term of 

accuracy, detection rate with reasonable false alarm 

rate. 

 

In 2014, Deshmukh et al. [22] presents a Data Mining  

method  in  which  various preprocessing  methods  

are  involved  such  as  Normalization, Discretization  

and  Feature  selection.  With  the  help  of  these 

methods  the  data  is  preprocessed  and  required  

features  are selected.  They used  NaIve  Bayes  

method in  a supervised learning method  which  

classifies  various  network  events  for  the KDD  

cup'99  Dataset.   

 

In 2014, Benaicha et al. [23] present a Genetic 

Algorithm (GA) approach  with  an  improved  initial  

population  and  selection operator, to efficiently 

detect various types of network intrusions. They used 

GA  to  optimize  the  search  of  attack  scenarios  in  

audit files,  thanks  to  its  good  balance  exploration  

/  exploitation;  according to the authors it provides 

the subset of potential attacks which are present in 

the audit file in a reasonable processing time. The  

testing  phase of the  Network  Security  Laboratory 

Knowledge  Discovery  and  Data  Mining  (NSL-

KDD99) benchmark dataset has been used to detect 

the misuse activities. Their approach of  IDS  with  

Genetic  algorithm  increases  the performance  of  

the  detection  rate  of  the  Network  Intrusion 

Detection Model and reduces the false positive rate. 

In 2014 Kiss et al. [24] suggest that Modern 

Networked Critical Infrastructures (NCI),  involving 

cyber and physical systems, are exposed to intelligent 

cyber-attacks targeting the stable operation of these 

systems. To ensure anomaly awareness, their 

observed data can be used in accordance with data 

mining techniques to develop Intrusion Detection 

Systems (IDS) or Anomaly Detection Systems 

(ADS). They proposed a clustering based approach 

for detecting cyber-attacks that cause anomalies in 

NCI. Various clustering techniques are explored to 

choose the most suitable for clustering the time-series 

data features, thus classifying the states and potential 

cyber-attacks to the physical system. The Hadoop 

implementation of MapReduce paradigm is used to 

provide a suitable processing environment for large 

datasets.  
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In 2014, Thaseen et al. [25] proposed a novel method 

of integrating principal component analysis (PCA) 

and support vector machine (SVM) by optimizing the 

kernel parameters using automatic parameter 

selection technique. Their approach reduces the 

training and testing time to identify intrusions thereby 

improving the accuracy. Their proposed method was 

tested on KDD data set. The datasets were carefully 

divided into training and testing considering the 

minority attacks such as U2R and R2L to be present 

in the testing set to identify the occurrence of 

unknown attack. Their results indicate that the 

proposed method is successful in identifying 

intrusions. Their experimental results show that the 

classification accuracy of the proposed method 

outperforms other classification techniques using 

SVM as the classifier and other dimensionality 

reduction or feature selection techniques.  

 

In 2014, Wagh et al. [26] suggested Network security 

is a very important aspect of internet enabled systems 

in the present world scenario. According to the 

authors due to intricate chain of computers the 

opportunities for intrusions and attacks have 

increased. Therefore it is need of the hour to find the 

best ways possible to protect our systems. So the 

authors suggest intrusion detection system are 

playing vital role for computer security. The most 

effective method used to solve problem of IDS is 

machine learning. Thy observed that the rising field 

of semi supervised learning offers a assured way for 

complementary research. So they proposed a semi-

supervised method to reduce false alarm rate and to 

improve detection rate for IDS. 

 

In 2014, Masarat et al. [27] introduced a novel 

multistep framework based on machine learning 

techniques to create an efficient classifier. In first  

step, the feature selection method will implement 

based on gain ratio of features by the authors. Their 

method can improve the performance of classifiers 

which are created based on these features. In 

classifiers combination step, we will present a novel 

fuzzy ensemble method. So, classifiers with more 

performance and lower cost have more effect to 

create the final classifier 

 

3.Problem domain 
After discussing several research works we can come 

with some problem area in the traditional approaches 

which are following: 

1) Need of Hybrid Intrusion Detection System, 

which is better at detecting R2L and U2R attacks 

[20]. 

2) The IDS approach can be enhanced by providing 

more security to mobile agents[18]. 

3) Step Propagation is missing. 

4) Optimization based classification is missing. 

5) Neuro-Fuzzy Combination can be used as the 

distributed classifier. 

6) All types of attacks is not well detected. 

7) Maintain long log files for detection. 

8) Triangle Area Nearest Neighbor (TANN) and K-

Means with K-Nearest Neighbor (KMKNN) 

approach for better intrusion detection. This 

approach showed a reasonable detection rate 

compare to our approach. Unfortunately, a 

potential drawback of this technique is the rate of 

false alarms [20][28]. 

9) In [29] Evolutionary Soft Computing based 

Intrusion Detection System (ESC-IDS) which 

focuses to detect and classify intrusion has 

proposed. This approach has serious 

shortcomings in its low accuracy rate as well as 

the tendency to produce high false alarm 

compare to [20]. 

10) A probability of less detection in U2R and R2L 

Detection technique so there is the need of a 

detection technique which improves in the 

hybridization of above two. 

 

4.Analysis 
After studying and observing several research works 

we compare the resulting discussions by their 

techniques, so that we identify the weak attack 

detection area. The results comparison of different 

methods is shown in Table 1 

 

 

Table 1 Analysis 

S.No Approach Accuracy (%) Precision (%) Recall(%) 

 

1 NB Training[20] DOS94.3 U2R80 R2L65.6 

2 KM + NB Training[20] DOS99.5 U2R40 R2L61.6 

3 NB Testing[20] DOS82.5 U2R80 R2L90.3 

4 Km + NB Testing[20] DOS99.6 U2R80 R2L83.2 

5 Rule based[19] 92.14 87.24 84.43 
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S.No Approach Accuracy (%) Precision (%) Recall(%) 

 

6 FSVM[21] 97.14 96.11 94.10 

7 Rule based[21] 89.90 84.32 83.23 

8 FSVM[21] 95.23 92.14 91.21 

9 Rule based[21] 91.34 86.14 85.11 

10 FSVM[21] 95.12 93.21 91.13 

11 Rule based[21] 92.22 88.21 87.66 

12 FSVM[21] 97.13 94.52 93.67 

13 Fuzzy Ensemble[27] 93.00 NA NA 

14 Random Forest [30] 92.93 % NA NA 

15 JRip [31] 92.30 % NA NA 

16 SVM [32] 92.18 % NA NA 

 

5.Conclusion and future work 
This paper provides a direction in the face of 

Intrusion detection improvement. Our study suggests 

the following gaps which can be considered as the 

future directions: 

1) A data Mining technique which dynamic rule 

association can be fruitful. 

2) Combination K-Means with Optimization can 

increase the pattern recognition. 

3) Particle warm optimization can help in better 

pattern detection. 

4) The detection approach can be better at detecting 

R2L and U2R attacks more efficiently as well as 

anomaly detection approach, which is better at 

detecting attacks at the absence of match 

signatures as provided in the misuse rule 

files[20]. 

5) Hybridization of Association and Optimization 

can provide better detection. 
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