High accurite reconstruction of external ear by use low-cost 3D scanner
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Abstract
The 3D visualization recently played a significant role in biomedical application. It depends on computer environments, software and hardware tools that ease human-machine interaction. Biomedical visualization are considerably employed for the observation of the body's structure and in measuring of numerous properties of those structures, imaging strategies that utilized in medicine and biology are dependent on number of sources, including x-ray, magnetic resonance, electrons, laser, light, ultrasound. This study has presented a method of reconstruction 3D external ear by utilized low cost 3D sensor such as Microsoft Kinect with proposed reconstruction program to get high accuracy 3D model of external ear. In 3D scanner of external ear, a Microsoft the Kinect version 1 for windows has been used along with a proposed software based on KinectFusion that designed in order to reconstruct external ear in with high accuracy in real-time. The results of external ear reconstruction showed good accuracy of ear details and measurement that related to reconstruction algorithm that yields good 3D meshes of the external ear. This method with some modification can serve for manufacturing the low-cost accurate handled 3D ear scanner.
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1. Introduction
Computer vision is the science of getting details about the physical environment via images, will not focus on specific applications. However, its root base is in the field of what is known as artificial intelligence that aims at resembling intelligent human behaviour. A basic computer vision requires a camera, an interface of camera, as well as a computer.

A camera may be the basic sensing element. Basically, almost all cameras depend on the light property causes hole/electron pairs in a conducting material. Once a potential is utilized (in order to acquire the charge carriers), that charge could be detected as current. There are three typical cameras types, which are: charge coupled devices (CCDs), visions that are older (analog) technology, and currently, CMOS cameras. [1, 2].

The most important goal of three-dimensional (3D) imaging is to present both qualitative and quantitative information with regards to a system or object from images acquired with multiple modalities such as: laser technique, SPECT, CT, MRI, and PET [3].

3D scanners have become similar to cameras, it corresponding to cameras by has cone-like field of view (FOV), and also, they are able to just obtain information regarding surfaces which are not obscured. As the camera gathers color information related to surfaces inside their FOV, a 3-dimensional scanner records distance information regarding surfaces inside its FOV. The "picture" generated by a 3-dimensional scanner details the distance to a surface at every point in the picture. This lets the 3D position of each one of point in the picture to be determined. There are different types of techniques for digitally obtaining the shape of a three-dimensional object. A well-established category [4] splits them into two categories: contact 3-dimensional scanner and non-contact 3-dimensional scanner. The Non-contact 3-dimensional scanners are also split into two main categories: passive and active scanners. There are different types of technologies that belong to each of these categories [5].

Laser scan is a non-invasive current method got large application in medical field. The conversions of the metrological knowledge of the impact to a 3D digital metrological knowledge can be achieved with laser methods able to achieve a 3D laser scanning of the original ear impression.
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In any case, the entire shell-making procedure is totally dependent upon the ear impression and, this can be the only reason for weak fitting shell. The aim of a 3D scanner is generally to produce a point cloud of geometrical samples over the surface of the object. These types of points (x, y, z) will then be utilized to extrapolate the shape of the object and this procedure is known as reconstruction. If color details are obtained at each point, then these colors (R, G, B) on the object surface can be calculated. 3D scanners are very similar to cameras. As cameras, they contain a cone-like field of view, and also will only obtain details about surfaces that aren't hidden. While camera gathers color details about surfaces throughout their field of view, 3D scanners gather distance details of surfaces throughout its field of view. The “picture” created by a 3D scanner identifies the distance to a surface at every point in the image [6]. This work is aiming to propose a 3D scanner for external with low cost and good accuracy. In [7] authors reported on the technique of rapid production of hearing aids with rapid shell modeling (RSM) computer aided design and manufacturing (CADCAM).

2. Previous works
In 2004, Tognola et al. [8] presented a method for hearing aid shells design by 3D laser scanning along with mesh reconstruction, the suggested system is using a couple of cameras and a retail laser for the surface digitization and so on a straight forward algorithm, depending on the deformation of a geometric model, for acquired surface reconstruction. The measurements on objects dimensions and features are implemented to evaluate the repeatability levels and the accuracy of this three-dimensional acquisition system. Furthermore, they determined the robustness to noise of the presented reconstruction algorithm from simulations using a synthetic test surface. At last, the initial measurement (reconstruction and acquisition) of closed surfaces from ear canal impressions has been reported.

In 2016, Ali et al. [9] employed a laser method of size and shape reconstruction of hearing aids. The proposed system is made up of: a laser source (Green) of 532nm wavelength, and with power about (51mw) with reflector of (1mm) thickness. Otoscope is made with stainless steel type (302). They used MATLAB software for calculating human ear canal dimensions by utilizing algorithm. A clear human ear canal image has been taken by using the proposed system. Even so, the ear canal dimensions are measured choosing the average time about (10 minutes). The Percentage error (P.e.) of the ear canal length is (±0.72%), and P.e. of ear canal width is (±1.33 %). At last, the results are viewed as a proof-of-concept to calculate the human ear canal dimensions automatically for hearing aid production.

In 2016 Chiou et al. [10] study the 3D surface anthropometry of ear canal, the method involve that the ear impression had been obtained by injection silicon rubber then the portable three dimensional camera has been used to gather three dimensional auditory canal data from the ear impression models. The study results prove that the main factor for external auditory canal dimensions for hearing protection are often the canal isthmus, the ear aperture, the length of from ear aperture to first and second bend and the depth, width and length of concha, as well as, the variations in size of ear canal between women and men.

3. Theoretical background
The most important goal of three-dimensional (3D) imaging is to present both qualitative and quantitative information with regards to a system or object from images acquired with multiple modalities such as: laser technique, SPECT, CT, MRI, and PET [11]. There are different types of techniques for digitally obtaining the shape of a three-dimensional object. A well-established category [12] splits them into two categories: contact 3-dimensional scanner and non-contact 3-dimensional scanner. The Non-contact 3-dimensional scanners are also split into two main categories: passive and active scanners. There are different types of technologies that belong to each of these categories [13].

3.1 Contact technique
It is the metrological system that may give the coordinate of the object to be measured easily via touching it with a laser or optical probe. A common type of this method is Coordinate Measuring Machine (CMM) that generally has 3 or more axes. Every one of axis has their measuring scale for feedback and position control. Once the probe tip touches a component surface, a little deflection of the probe is noticed that triggers an operation of checking off the present position of the contact point over the 3 axes. The readings can be easily transformed into 3D coordinates of the centre of the probe depending on the configuration of the CMM. Hence, a single point to the part surface is measured and then the process will be repeated [14, 15].
3.2 Non-contact technique

This technique can be divided into two main categories: passive and active. Passive scanners don't emit any type of radiation; however, it depends on detecting reflected background radiation. This type of 3D Laser Scanners can typically be categorized into three typical categories [16].

1. Laser Triangulation: Laser triangulation is a process to measure the absolute distance for an object. The concept of triangulation is provided including the extensions to 2D and 3D measurements.

2. Time of Flight (TOF): The Time of Flight (ToF) devices as well as Light Detection and Ranging (LIDAR) devices run using the fundamental of the Radio Detection and Ranging (RADAR) theory that depends on the concept that the electromagnetic radiation moves in air with a light speed.

3. Phase Shift: Phase shift scanners utilize a laser light whose intensity is sinusoidal modulated with time. From the reflected signal, a phase difference emitted the round-trip distance could be calculated, since the difference is proportional to the travelled distance.

3.3 Microsoft Kinect camera as a 3D measuring device

Kinect is the device containing a near-infrared (NIR) laser pattern projector, an infrared (IR) and color camera. The IR projector and camera utilized like a stereo set to triangulate points in three-dimensional space. The RGB camera is usually used to recognize the image content or texture the 3D points. As a measuring device, Kinect provides three outputs: RGB image, IR image, and a depth image (inverse) [17].

4. Proposed 3D ear scanner design

The system is based on used Microsoft Kinect professional version to reconstruction the external ear. It has been connected to computer in order to streaming video and depth map in order to pre-processing by ear scanner program to reconstruction external ear with real dimensions.

4.1 System setup

Kinect for windows version 1 has been used for this work [18]. The Kinect has RGB camera with resolution up to (640x480 pixels @ 30 Hz) and IR depth-finding camera have a resolution up to (640x480 pixels @ 30 Hz). Figure 1(a) show the Kinect version 1 used in system. The Kinect has been mounted on a handle arm in order to create a 3D ear scanner, as shown in Figure 1(b).

Figure 1 Proposed 3D ear scanner, Kinect has been mounted on handled arm in order to easy carry and scanning ear and it had been connected to laptop via USB

4.2 Ear reconstruction program

The external ear reconstruction algorithm is based on point cloud library (KinFu). It got point cloud from image depth that recorded by Kinect through time then generate poly mesh on these points. KinFu was the earliest open-source application of Kinect Fusion that available to anyone. It had been designed as part of the point cloud library (PCL) in 2011, It has a GPU implementation of the Marching Cubes algorithm which calculates a triangle mesh rather than a point cloud. The point cloud library is a group effort, with a few of the code added as one-off lacking and contributions thorough review and active maintenance. KinFu is the best feature-complete Kinect Fusion application available, and several corresponding projects are designed upon it [19].

The external ear reconstruction algorithm described in follows:

External algorithm

Input: Depth Map from Kinect.
Output: Arabic Stego Text.

Step 1: Start
Step 2: Conversion of the Depth map. This step gets the raw depth from the Kinect and changes it to the floating-point depth in meters, then, it followed by an optional conversion for an oriented point cloud that provides 3D points/vertices within the coordinate system of camera, and also the surface normal (surface orientation) at those points to be used with the Align Point Clouds function.

Step 3: Global/world camera pose calculation. This step will calculate the location and orientation of camera pose and tracks that pose as the sensor passes in every frame utilizing an iterative alignment algorithm, therefore the system often knows the present sensor pose in accordance with the initial
starting frame. The iterative alignment algorithm algorithms could be used to arrange point clouds computed to reconstruction by using the new incoming point clouds that come from camera depth of Kinect.

**Step 4:** The depth data Integration. This step will integrate the depth data from the referenced sensor pose towards a single volumetric representation at area surrounding the camera. This integrated of the depth information is taken out per-frame, continually, using a running average to minimize noise, however handle a few dynamic changes in the view (for example, the small objects to be added or removed). When moving sensor views a surface through a little different viewpoint, any holes or gaps in which depth data could be not present in, the actual Kinect image will also be filled in (i.e. it can fill the rear of the object by moving the sensor over an object) as well as the surfaces are frequently refined with the new high-resolution data when the camera approaches the surface much closely.

**Step 5:** Volume Reconstruction. This is the final step that can be ray-cast from the sensor pose (that's usually, but is not limited to the present Kinect sensor pose), where the resulting point cloud could be shaded for a rendered visible 3D reconstruction volume image.

**Step 6:** End.

5. Results

This section shows the experiments results that lead to measure the performance of the proposed system. The 3D ear scanner software has software has been developed by using visual studio 2017 with C# language. The tested has been run by used a laptop (HP) with following specifications:

- CPU: 2.4 core i7
- 8GB DDR3 RAM
- Operation system: Windows 10 64bit
- Visual studio 2017

5.1 External Ear reconstruction program parameters

In our test, we scanned real human ear with handled option in order to reconstructed ear in real time. *Figure 2* shows the experimental test on human face in order to reconstructed external ear.

In order to select the optimal setting that can be used for ear scanning in room condition we test several parameters that effect on ear reconstruction that used by KinFu library. The most effective parameter is the integration weight and the removing background.

The removing background is done be determine the maximum depth parameter is the distance threshold in meters. Depth pixels above this value will be returned as invalid (0). Max depth must be greater than 0. This parameter is very important to separation human face from background. The proper value determines manually depending on place and environment that can user see the result by sliding the background remover slider until getting the required result. *Figure 3* illustrates the separation of human face from background with different values.

The integration weigh is effect on surface reconstruction with moving camera. It re calculate generated structure with each new coordinate in order to integrate the new result with previous structure to builds the continues structure. This very important to reconstructed bodies in 3D with 360 degrees (front view, sides and the rear).
Figure 3 The removing background results with values (a), (b), (c) and (d)

The higher value makes integration fast and low makes it slow. The proper value also should determine manually by user depending on place the hand scanning speed and environment, where user can see the result in real time by sliding the integration value slide until getting the required result. Figure 4 illustrates the reconstruction results with integration value with handled scanner.

Figure 4 (a) The user interface window of external ear reconstruction program with integration value is equal to 500 (b) the integration value is 1000

Depending on scanning environment, we have been determining the proper values of the integration weight and the removing background to be 699 and 9 respectively. The scanning result shows in Figure 5.

The operation is done by taking the image depth from Kinect with a lot of lost data and then creating a realistic smooth Three-dimensional reconstruction of the static scene through moving the Kinect sensor around. From this, a point cloud then a 3D mesh will be produced.

Figure 5 The human face scanned result where: lower left: the depth image, upper left: the field of view of point cloud and reconstruction mesh, the right: is the scanning results

The system reconstructs only one dense surface model along with smooth surfaces via integration the depth data from Kinect with time from several points of views. The camera pose will be tracked while the sensor is moved and it will be able to recognize every frame’s pose and how it requires the rest, these kinds of multiple viewpoints of the environment or objects could be fused together to be a single reconstruction voxel volume. The result has high details when compared to real ear detail as shown in Figure 6.

Figure 6 (a) Real human face (b) reconstruction result (c) 3D human reconstruction object (d & e) 3D ear object result

6. Conclusion and future work

Three-dimensional reconstruction is a highly beneficial method of object creation using a photo-
realistic way especially in medical applications. For 3D ear scanner application (such as hearing aid), the accuracy in ear details and measurement is the main issue that should be put in consideration, also the mobility and ease of use is the second issue. This paper has presented the theoretical and experimental approach for design a low cost handled 3D scanner for external ear. The proposed system is based on utilized Microsoft Kinect with reconstruction program. The system consists of Microsoft the Kinect version 1 with proposed software based on KinectFusion in order to reconstruct external ear in real-time.

From the results of reconstruction and error analysis we pointed the following:
1. To eliminate or minimize the distortions in the point cloud and to getting a good detail and avoid misalignments between the depths and color data an accurate stereo setting of the IR and the RGB camera is very important to getting the desired result.
2. The random error of measuring the depth will be increases quadratically as distance between scanned object and sensor has increasing. Also the depth resolution will reduce quadratically with increasing distance from the sensor. To avoid that, the scanning range and field of view has been determined in order to obtain a close result to real measurement. The system shows no results when the human head above the appropriate distance.

The results show high accuracy of ear details that related to reconstruction algorithm and reconstruction software that yield good 3D meshes of the external ear.
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