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1.Introduction 
The software requirement prioritization is a process 

in which requirement Data mining (DM) in higher 

education is forming a new research field named 

education DM [1, 2]. The application of DM to 

education allows the educators to find novel and 

useful knowledge about students [3]. Educational 

DM develops techniques to explore the kinds of data 

which come from educational organizations. There 

are numerous DM approaches, consists of statistics 

and visualization, outlier detection, clustering and 

classification. Among these, classification is one of 

the most frequently studied approaches. 

Classification is a procedure of supervised learning 

where data is divided into various classes. The 

objective of a classification model is to predict the 

target class for every sample in the dataset.  There are 

different approaches for classification of data, 

including support vector machine (SVM), artificial 

neural network (ANN) and Bayesian classifier 

methods [4]. These methods are extensively applied 

in educational environments for student’s 

performance prediction.  
 

 
*Author for correspondence 

The ability to predict a student’s performance is very 

important in educational environments. Student’s 

performance is based upon diverse factors like 

personal, social, psychological and other 

environmental variables. In existing system, 

MCADEX method [5] was proposed using Kullback-

Leibler divergence for enhancing accuracy of the 

student’s performance prediction. In this method, 

MPCA was used for deriving the eigenvectors of 

covariance matrix from various similarity 

measurements. The sample selected datasets are used 

to predict student performance by using prism and 

J48 classifiers. 

 

In this paper, the classification accuracy is improved 

by using FNP and FNJ48. In this approach, fuzzy 

rules are generating for defining the relationship 

between the input feature space and classes. Gaussian 

membership function is used in fuzzification. Fuzzy 

membership function parameters are optimized based 

on Cuckoo search algorithm. By using neural 

network, the weight value of every attribute is 

measured. The fuzzified values of features and 

attribute with maximum weight value are used to 

construct tree of prism and J48 classifiers.  

Research Article 

Abstract  
A modified computed aided design of experiments (MCADEX) using Kullback-Leibler divergence and modified principal 

component analysis (MPCA) was proposed for selecting set of samples to improve the prediction of student’s performance 

in prism and J48 classifiers. The classification accuracy of prism and J48 is required to enhance further for classifying 

the students dataset which have complex related attributes. Hence, a fuzzy neuro prism (FNP) and fuzzy neuro J48 

(FNJ48) are introduced for improving the classification accuracy. A fuzzy system is using fuzzy if then rules in obtaining 

knowledge from human experts can deal with imprecise problems. These rules are generating for describing the 

relationship among the input attribute space and classes. In fuzzification, Gaussian membership function is used. In this 

method, the weight value of each attribute is calculated using neural network. Fuzzy membership function parameters are 

optimized by using Cuckoo search algorithm. The attribute with maximum weight value and fuzzified value of features 

are used for constructing tree of prism and J48 classifiers. The experimental results show that the proposed approach is 

providing better results in terms of accuracy, true positive rate and true negative rate. 
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The remainder of the article is organized as follows: 

Section 2 describes about the existing fuzzy methods. 

Section 3 describes about the proposed method. 

Section 4 demonstrates the overall performance 

evaluation of the proposed approach. Section 5 

concludes the article work. 

 

2.Related work 
A novel student classification model [6] was 

designed by using neuro fuzzy method for predicting 

student’s academic performance. The main step in 

the model was the collection of data, processing of 

data, student classification and an evaluation of the 

classification model. An adaptive fuzzy technique [7] 

was proposed to monitor a student’s facilitate the 

educational process. This technique was enabled the 

successful modeling of observed relationships 

between the basic elements and emotional labels 

(affective state). This technique was provided for 

creating generic models. However in collaborative 

learning task, monitor the groups of student’s was 

required of this approach. 

 

A neuro-fuzzy method and improved scaled 

conjugate gradient (SCG) [8] was presented for 

classifying students. The improved SCG technique 

was used for optimization process. The feature space 

was divided into multiple fuzzy subspaces using 

fuzzy if-then rules in the neuro-fuzzy scheme. These 

rules were represented using a network structure. The 

classifier was contained multiple inputs and outputs. 

A fuzzy logic computational model [9] was presented 

for classifying the performance of academic staff and 

Sudanese universities. The novel approach was 

introduced a consistent preference linguistic value as 

an option to the experts in case of inconsistent 

judgment in evaluation performance. By using this 

approach, a novel tool was proposed which was 

allowed to trace and recognize the roots of 

inconsistency and choose the relevant consistent 

option. 

 

A fuzzy decision tree and a cased based data 

clustering [10] were integrated for data classification 

in medical field. A fuzzy decision tree was applied to 

the data in every cluster and genetic algorithms were 

used to construct a decision-making system by the 

selected features. A case-based clustering method 

was utilized to preprocess the dataset and a set of 

fuzzy rules was generated for every cluster. A new 

neuro-fuzzy classification approach [11] was 

presented for extracting the feature. The inputs to the 

Neuro-fuzzy were fuzzified by using generalized 

bell-shaped membership function. This approach was 

used a fuzzification matrix in that the input patterns 

were related to a degree of membership to various 

classes. By using the value of degree of membership 

a pattern would be attributed to a specific class. 

 

An online ensemble of classifiers with Navie Bayes, 

1-NN and the WINNOW approaches [12] was 

proposed for predicting the student’s performance in 

a distance learning system. In predicting student’s 

performance, the application of this approach was 

provided to be useful for discovering poor 

performers. It was enabled tutors to take 

precautionary measures at an earlier stage, even from 

the beginning of an academic year. A decision tree 

and fuzzy genetic method [13] were proposed for 

predicting the student’s performance. By using this 

approach, prediction of student’s academic 

performance was measured in bachelors and master’s 

degree for every subject. Thus, the lectures were 

classified the student’s for enhancing their 

performance. 

 

3.Proposed methodology 
A FNP and FNJ48 are introduced to enhance the 

classification accuracy. Fuzzy rules are generating for 

describing the relationship between the input attribute 

space and classes. Gaussian membership function is 

used in fuzzification. By using Cuckoo search 

algorithm, fuzzy membership function parameters are 

optimized. In this method, the weight value of each 

attribute is calculated using neural network. The 

fuzzified value of features and attribute with 

maximum weight value and are used for constructing 

tree of prism and J48 classifiers. 

 

3.1Decision trees 

(a) Prism 

The objective is to induce modular classification 

rules directly from the training set. The prism 

algorithm is generated the rules concluding each of 

the possible classes in turn. Each rule is generated 

term by term with each term of the form ‘attribute = 

value’. The attribute pair added at every step is 

chosen to maximize the probability of the target 

‘result class’. In this algorithm,    denotes an 

attribute-value pair and    indicates a specific 

classification. 

 

The amount of information about occurrence of      
given    as follows, 

                   (     )      (
 (     )

 (  )
)                 (1) 
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In the above equation, 

 (     )   
                              

|   |
,     denotes 

the subset of instances contain   , the probability of 

occurrence of    after knowing    in    .  (  )  

 
                              

   
, the probability of 

occurrence of    before knowing    in  . 

 

Prism algorithm steps: 

Input: A training dataset with n classes      
          
 

Output: Created rules for the entire classes 

1. For every class    start with the complete training 

set every time 

2. Calculate the probability of every attribute/ value 

pair for the class,    
3. Choose the pair with the largest probability and 

generate a subset of the training set comprising the 

entire instances with the chosen attribute/value 

combination for every class,    
4. Go to steps 2 and 3 for this subset until a subset is 

reached that have only instances of    
5. The rule is induced using the conjunction of all the 

attribute/value pairs chosen 

6. Eliminate the entire instances covered through this 

rule from the training set S 

7. Go to step 2 through 6 until the entire instances of 

   have been eliminated 

8. Go to step 1 until the entire classes are examined 

 

(b) J48 

J48 classifier is a simple C4.5 decision tree for 

classification. This classifier creates a binary tree. 

Decision trees are created in the J48 algorithm based 

on information entropy on a set of training data. In 

this approach, a tree is constructed to model the 

classification process. Data attributes are organized 

into subsets and the normalized information gain, 

computed using the difference in entropy, is utilized 

to calculate these subsets to identify the best 

attributes used as nodes in the decision tree. 

The entropy of 
 
→ is, 

         (
 
→)    ∑

    

|
 
→|

 
      (

    

|
 
→|
)  (2) 

                              

        ( |
 
→)   

    

|
 
→|
   (

    

|
 
→|
)  (3)                                                                                      

Gain is computed as follows, 

    (
 
→  )         (

 
→        ( |

 
→))     (4)                                                              

The main aim is to increase the gain, splitting 

through entropy because of separate argument 
 
→ 

using value  . A classification is executed on the 

instances of the training set and tree is formed. The 

pruning is executed for reducing classification errors 

that are being created using specialization in the 

training set. Pruning is executed for the 

generalization of the tree. 

 

J48 algorithm steps: 

Input: Training data 

Output: Decision tree 

1. In case the instances belong to the same class the 

tree represents a leaf so the leaf is returned by 

labeling with the same class. (leaf node represents 

class labels) 

2. The potential information is computed for every 

attribute, given by a test on the attribute (internal 

node). After that, the gain in information is 

computed in equation (4) that would result from a 

test on the attribute. 

3. The best attribute is found on the basis of the 

present selection criterion and that attribute chosen 

for branching (result of the test). 

 

3.2Fuzzy logic 

A fuzzy rule has two components: an if-part 

(antecedent) and a then-part (consequent). A fuzzy 

classification rule    that shows the relation among 

the classes and input feature space, 

                            

                                                   (5) 

 

                          (   )                   (6) 

 

In the above equation,    symbolizes the     feature. 

    symbolizes the fuzzy group of the     feature 

within the     rule.     represents recognized through 

the appropriate membership function. The parameters 

(                (     )         

  (      )) be the coefficients in the consequent 

part. 

 

A training dataset values is converted into fuzzy 

dataset values using membership function. A smooth 

and concise fuzzification is achieved in classification 

through executing a Gaussian membership function 

(   ) which retains the property of overlapping its 

membership values within various linguistic classes 

along every feature axis. Every node   is a 

fuzzification with a node function, where    denotes 
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the input to node  . It is denoted using two parameters 
*   +, 

      (  )     { 
 

 
(
      

   
)
 

}  (7) 

In the above equation,             denotes the center 

and width respectively of the     attribute of the     

MF. Any attribute value is defined in terms of some 

combination of overlapping membership values 

(MFs) in the linguistic sets Low (L), Medium (M), 

High (H) and Critical (C). The minimum value of the 

membership functions is activated in a rule and is 

called as firing strength. 

 

       (   )    (8) 

 

The     node is computed the percentage of the     

rule’s firing strength to the sum of the entire rule’s 

firing strength, 

 

    ̅̅ ̅     ∑    ⁄     (9) 

 

The output of the consequent part consists of three 

factors such as a scaling factor  , a normalized firing 

strength of the antecedent part  ̅ and a linear 

function of input variables with the consequent 

coefficients. In each attribute, the weight value is 

computed as follows, 

                                          

    ̅̅ ̅ →   ̅̅ ̅ (∑         (   )
 (      )
   )    (10) 

 

In defuzzification, the consequent membership 

function    is changed into a crisp consequent       
where    denotes the center of gravity of   . It is 

expressed as, 

     
∑     
 
   

∑   
 
   

      (11) 

 

In the above equation,    denotes the degree to that 

the     rule matches the input data. The cuckoo 

search algorithm is used to optimize the Gaussian 

membership parameters. 

 

Optimizing the Gaussian membership parameters 

using cuckoo search algorithm (CSA) 

Begin 

   Initialize a population of n host nests      (  
         ) 

While (iteration < maxgeneration) 

       Give Gaussian membership parameters 

        to each cuckoo 

       Calculate Gaussian membership function for 

each nest (attribute) using equation (7) 

         Fitness= max (membership function value)      

         Remove a fraction probability [0, 1] of the 

worst nests 

         Keep the best solutions   

        Rank the solutions and discover the current 

best 

           if (current best nest (fitness) > best nest) 

                 Update best nest = current best nest 

           End if 

    End while 

Post process results and visualization 

End 

 

3.3Fuzzy neuro prism (FNP) algorithm 

Input: A training dataset with n classes      
          

Output: Fuzzy classifier 

1. The given training dataset into fuzzy training set 

by using fuzzy logic (Gaussian membership 

function) 

2. For every class    start with the complete training 

set each time 

3. Calculate the weight value of each attribute pair 

using equation (10) for the class,    
4. Choose the pair with the largest weight value and 

generate a subset of the training set comprising the 

entire instances with the selected attribute 

combination for every class,    
5. Go to step 3 and 4 for this subset until a subset 

contains only instances of    or covers the entire 

attributes 

6. The rule is induced through the conjunction of all 

the attribute pairs selected 

7. Eliminate the entire instances covered via this rule 

from the training set. 

8. Go to step 3 through 7 until the entire instances of 

   have been eliminated 

9. Go to step 2 until the entire classes are examined 

10. Perform the defuzzification process using 

equation (11) for classical output 

 

3.4Fuzzy neuro J48 (FNJ48) algorithm 

Input: Training dataset 

Output: Fuzzy Decision tree (Fuzzy classifiers) 

1. The given training data set into the fuzzy training 

set by using fuzzy logic with Gaussian 

membership function 

2. In case the instances belong to the same class the 

tree denotes a leaf so the leaf is returned by 

labeling with the same class 

3. The weight value is calculated using equation (10) 

for each attribute, given by a test on the attribute 

(internal node) 



International Journal of Advanced Technology and Engineering Exploration, Vol 5(42) 

93          

 

4. The best attribute is found on the basis of the 

present selection criterion and that attribute 

selected for branching (result of the test) 

5. Execute the defuzzification process using equation 

(11) for crisp or classical output 

 

4.Experimental results 
In this section, the performance of the classification 

is compared between prism, FNP, J48 and FNJ48 

based on optimized hybrid feature selection-modified 

CADEX-MPCA-sample selection (OHFS-MC-

MPCA-SS) in terms of True Positive rate, True 

Negative rate and classification accuracy. 

 

4.1Data description 

In the experimentation, we are considered the 

students’ dataset that have 600 data example, which 

are gathered from various colleges. In dataset 40 

attributes are present that integrates students’ name, 

course, age, gender and nature of college consists of 

medical/engineering, college type similar to 

government, self-financed, location feature, family 

belong to nuclear family or joint family, family 

factors such that occupation & educational 

qualification of family members, economic factors, 

college factors, social factors and spending time in 

television, mobile, computer, personal factors, 

academic factors etc.,. For example, location features 

described as the location in that students’ home, 

school and college placed consists of rural area, 

urban area and semi-urban area. College features are 

one of the attributes that offers the information about 

whether student refer lecturer notes that is known by 

lecturer or books, techniques of teaching consists of 

lecturer technique/black board, number of students in 

class, whether college acceptable mobile phones or 

not, etc. Social features such as regulation of relatives 

for studies, number of friends and academic overall 

performance of friends. 

 

In the data, the student’s performance are evaluated 

consists of good /poor in the academy along with the 

features present. Data examples with these features 

are specified in the feature selection method then 

achieves chosen features. These chosen features are 

given to the classifiers for overall performance 

evaluation. In our experimentation, we are used prism 

and J48 classifier. Prism and J48 are classification 

algorithms. Prism is used for inducing modular rules 

and J48 is used for building apruned or unpruned 

C4.5 decision tree. In our experimentation, the 150 

data example is given as training data (with class 

label) to classifier for learning procedure and 

remaining data are assumed as test data (without 

class label) that is given to classifier with the 

intention of discovering the class label. At last, the 

output variable or attribute or class is to be 

determined in the dilemma is the academic status or 

student overall performance, which has two possible 

values: PASS (student who pass the course) or FAIL 

(a student who has to repeat the course). 

 

4.2True positive (TP) rate 

In this work, if the result class label from a prediction 

is PASS and the actual class label is also PASS, then 

it is named a TP rate. It is also known as sensitivity 

or recall. It is computed as follows, 

 

   
  

     
 

 

In the above equation, TP denotes the true positive 

and FN denotes the false negative. 

 

From Figure 1, the performance comparison of FNP, 

J48 and FNJ48 based on OHFS-MC-MPCA-SS is 

shown in terms of the true positive rate. In the graph, 

classification techniques such as FP, J48 and FJ48 are 

symbolized in the X-axis and true positive rate is 

indicated in the Y-axis. From the recall comparison 

graph, it is proved which the FJ48 achieves higher 

recall than the FP and J48 methods. 

 
Figure 1 Comparison of true positive rate 

 

4.3True negative (TN) rate 

In this work, if the result class label from a prediction 

is FAIL and the actual class label is also FAIL, then 

it is called a TN rate. It is also known as specificity. 

It is computed as follows, 

    
  

     
 

In the above equation, FP denotes the False Positive. 

 

It is shown by Figure 2, comparison of the precision 

between FNP, J48 and FNJ48 based on OHFS-MC-

MPCA-SS. From the precision comparison graph, it 
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is found which the FJ48 technique provides a higher 

precision for proposed approach than the FP and J48 

techniques. 

 
Figure 2 Comparison of true negative rate 

 

4.4Accuracy rate 

It represents as the classification accuracy. False 

Positive rate is explained as the percentage of actual 

negatives which are predicted to be positive. In this 

work, if the result class label from a prediction is 

PASS and the actual class label is FAIL. False 

negative (FN) rate is indicated as the percentage of 

actual positives which are predicted to be Negative. 

In this work, if the result class label from a prediction 

is FAIL and the actual class label is PASS, then it is 

called a FN rate. Accuracy is computed as follows, 

          
     

           
 

 

The comparison of FNP, J48 and FNJ48 based on 

OHFS-MC-MPCA-SS approach for metric accuracy 

is shown in Figure 3. In this graph, the classification 

techniques such as FP, J48 and FJ48 are symbolized 

in the X-axis and the accuracy rate is indicated in the 

Y-axis. From the bar graph, FJ48 has more efficient 

in accuracy performance. 

 
Figure 3 Comparison of accuracy rate 

5.Conclusion 
In this paper, a FNP and FNJ48 are proposed for 

improving the classification accuracy. Rules are 

generated for describing the relationship between the 

input attribute space and classes. In fuzzification 

process, Gaussian membership function is used. In 

the membership function, the weight value of each 

attribute is calculated by using neural network. 

Fuzzified value of features and the attribute with 

maximum weight value are utilized for constructing 

tree of prism and J48 classifiers. Fuzzy membership 

function parameters are optimized based on Cuckoo 

search algorithm. The experimental results show that 

the proposed approach is providing better results in 

terms of Accuracy, True positive rate and True 

negative rate. 
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