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1.Introduction 
In preview control systems, it is crucial to make sure 

that outputs accurately follow the reference signal 

whenever there are external disturbances. Preview 

control approaches have included a variety of 

techniques that have been used to solve the 

difficulties of maintaining accurate tracking and 

successfully rejecting interruptions. With the 

availability of advanced knowledge of the future state 

of the reference signal, one can significantly enhance 

the transient response of the system.  

 

 
*Author for correspondence 

The term "preview control" typically refers to a class 

of anticipatory control processes with a preview 

period which extends into the future [1–2]. 

 

The authors in [3, 4] have discussed the tracking of 

wheeled robots, humanoids, robotic cars, and bipedal 

walking robots using the preview control.  

 

For real-time applications, a preview control 

mechanism has been shown in [5]. Sheridan has 

discussed three models of preview control in [6]. An 

optimal finite-preview controller has been formulated 

by Tomizuka in [7]. By using a different technique, 

the above-mentioned control problems have been 
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solved in [8–13]. For constructing control systems, 

including preview control for discrete-time (DT) 

systems, linear matrix inequality (LMI) has been a 

vital tool [14]. 

 

A control design problem is reduced to a set of 

algebraic inequalities utilizing numerical 

optimization techniques based on LMI-based design 

methodology. LMI-based design techniques are used 

to identify the controller gains for preview control 

systems that will give the system the appropriate 

performance and stability characteristics. The linear 

quadratic gaussian (LQG) control method is a 

popular method for developing preview control 

systems employing LMI. In this approach, the control 

issue is formulated as a linear time-invariant (LTI) 

system with additive Gaussian noise, and the optimal 

control strategy is then solved using LMI. The 

reference signal’s preview data is utilized to address 

the tracking control issue and improve the system's 

tracking level and response time. Since the concept of 

future control has been put forward, it has been 

targeted at various one-dimensional (1-D) control 

systems. People utilized the future data to develop a 

controller with an information compensation function 

to enhance the tracking of the system. Based on LMI 

technology, an optimal control theory has been 

connected by introducing a difference operator or 

differential operator construction to increase the wide 

error system. Systems with continuous-time (CT) and 

those with discrete time with performance tracking 

based on state feedback controllers have been 

proposed in [15–19].  

 

Further, the preview controller's design for tracking 

the control problem of a CT stochastic control system 

in two-dimensional (2-D) has become popular 

because the theoretical research results of the 2-D 

system have been applied to computed tomography 

image analysis, multidimensional digital image 

analysis, X-ray spectrum analysis, etc. Thus, it is 

crucial to take into account the 2-D system's future 

control issues. The Roesser model has been used to 

analyze and develop control systems for a variety of 

purposes. This has helped to mitigate the 

consequences of disruptions and improve the 

system's tracking performance. It is significant to 

highlight that the accuracy of the model, 

measurement noise, and other factors have an impact 

on the quality of the prediction employed in preview 

control, which is essential for its effectiveness. Many 

researchers have used the Roesser model for 2-D 

system controller design in [20, 21]. Many models 

have been used to resolve the stability problem in 

different areas of control systems. It has been 

proposed one after another, among which the 

Fornasini-Marchesini (FM) first model and second 

model have been chosen due to their structure and 

application advantages [22]. This article explores 

utilizing reference signal information to its greatest 

potential. To realize the tracking target of the 2-D DT 

system and improve the tracking performance, the 

state of the 2-D system changes in two directions. 

The construction methods of the system are 

according to the difference between the steady-state 

value and the state value. The transformation method 

constructs a 2-D AE system. Due to the new state 

containing preview information, it has an error 

system for augmentation. The necessary conditions 

for asymptotic stability are fed into and obtained 

through the LMI toolbox. The gain matrix of the 

preview controller is obtained by the desired 

controller. A toolset called yet another linear matrix 

inequality parser (YALMIP) is used to model and 

resolve optimization issues, notably nonlinear and 

linear issues with LMI constraints. It is created using 

MATLAB and may be used to develop and analyze 

controllers for a variety of systems, including hybrid 

and nonlinear systems. In addition to offering a user-

friendly interface for defining and modifying 

optimization problems, YALMIP permits the use of a 

range of solvers, including both paid and free 

choices. It is an effective tool for control system 

design and analysis, and both academia and industry 

have made extensive use of it. YALMIP is first 

considered for semi-definite programming (SDP) and 

LMI. The user-defined problem is solved 

automatically using YALMIP and a suitable solver 

[23]. A representation for the Roesser model in the 

form of a matrix block diagram [24] is shown in 

Figure 1. 

 

 
Figure 1 A matrix block diagram representation for 

the Roesser model 
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1.1Challenges 

Although several crucial research works have been 

reported in the past literature, many open challenges 

exist for the design of a preview controller for a DT 

system. These challenges can be categorized as 

follows: 

a) Modeling: To create a successful control plan, the 

system's dynamics must be effectively described. 

If the system is complicated or not well 

understood, this may be challenging. 

b) Complexity of calculation: The control algorithm 

may call for a substantial amount of computation, 

which makes real-time implementation on a 

constrained computing platform difficult. 

c) Sensor limitations: The control system could be 

dependent on sensor readings, which might be 

noisy or inaccurate. 

d) Preview window: The size of the preview window, 

or the quantity of future data used to influence 

control decisions, can significantly affect how well 

the control system performs. Finding the ideal 

preview window size can be challenging. 

e)  Robustness: The control system must be resistant 

to system dynamics disturbances and uncertainty. 

f) Stability: The closed-loop system needs to be 

stable, which means that even in the face of shocks 

and uncertainties, the output must converge to a 

steady state. 

 

1.2Motivation 

A control method for DT systems called preview 

control makes use of upcoming knowledge about the 

system's inputs to enhance control effectiveness. The 

primary goal of preview control is to overcome the 

limitations of traditional feedback control, which can 

only make control decisions based on information 

from the present or past regarding the system's inputs. 

Preview control can predict disturbances and make 

necessary corrections before they happen, leading to 

improve control performance [3]. Additionally, 

because preview control enables the controller to 

consider input constraints when generating control 

decisions, it can be used with systems that have 

restrictions on the control inputs, such as systems 

with actuator saturation or rate limits. In preview 

control systems, firstly, it is important to check 

whether our designed controller is feasible or not. If 

it is feasible, typically the next step is to validate the 

stability of the controller. It is the most important 

point for 1-D systems as well as 2-D systems. 

Different types of research papers in the field of 

preview control have been reported in the literature, 

in which feasibility and stability were important 

issues [22].  

However, in a 2-D preview control system, there are 

many research gaps to describe the feasibility and 

stability of preview control. The reported literature 

for 2-D system has only described preview controller 

design without disturbance. However, in DT systems, 

including robotics and automated manufacturing, 

preview control is a control method that enhances 

control performance by using knowledge of future 

system states. Utilizing knowledge of future system 

states to predict and compensate for disruptions, such 

as external forces or sensor noise, before they occur 

is the goal of preview control. This may result in the 

system being controlled more precisely, effectively, 

and robustly against disturbances. The system's 

trajectory can also be improved using preview 

control, for example, by reducing energy use or 

increasing throughput. In general, using preview 

control can enhance the effectiveness and 

performance of DT systems in a variety of 

applications [25, 26].  

 

Furthermore, it is important that the outputs track the 

reference signal when external disturbances are 

present. Hence, motivated by the above research gap, 

this paper proposes a preview control for a 2-D DT 

system based on the Roesser model with disturbance. 

 

1.3Objectives 

The goal of this study is to quickly validate the 

complete use of preview data for the reference signal 

and disturbance signal, as well as determine the 

feasibility and stability of the preview control for 2-D 

DT systems. 

 

In order to extend the preview control theory from a 

1-D system to a 2-D system, an AE system is created 

where augmented state variables not only contain 

error signals and preview information but also 

include a discrete integrator introduced to eliminate 

static errors. 

 

The objective of the controller is to be used for 2-D 

system preview tracking control to achieve 

asymptotic stability. The Lyapunov method derives 

the LMI condition for which the AE system is 

asymptotically stable under state feedback and gives 

the design of a preview controller. 

 

1.4Contributions 
In order to extend the preview control theory from 

the 1-D system to the 2-D system, an AE system is 

created where augmented variables not only contain 

error signals and preview information but also 

include a discrete integrator introduced to eliminate 
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static errors. In this paper, a novel criterion is 

provided to guarantee the feasibility and stability of 

preview control for a 2-D DT system with 

disturbances based on the Roesser model.  

 

Using MATALB software and the YALMIP toolbox, 

one can readily verify the validity of the conditions 

stated in Theorem 1. 

 

The paper is structured in the manner described 

below. Section 1 provides the introduction, 

challenges, motivation, objectives and contributions 

of the paper.  A brief review of the existing literature 

is discussed in Section 2. A method to construct an 

AE system and the design of a preview control for a 

2-D system represented by the Roesser model are 

provided in Section 3. Section 4 and Section 5 

provide detailed simulation results along with their 

respective discussions. Lastly, Section 6 discusses the 

paper's conclusion. 

 

2.Literature review  
This section's literature review on preview control 

examines the many issues and techniques for dealing 

with them in relation to preview control. The work in 

the field of preview control is divided into several 

categories, which are generally based on formulations 

of preview control problems, a domain of preview 

control problems, methodologies utilized for preview 

control problems, and lastly, objectives based on 

preview control problems [1–3]. 

The following are some readings on preview control: 

 

 Preview control issues based on formulation: 

Based on the formulation, the preview control 

problem can be categorized as follows: 

(i)Formulation of the preview control in CT 

(ii)Formulation of the preview control in DT 

(iii)Preview control formulations based on 

uncertainty. 

 

In the CT domain, Shaked and De [27] have 

introduced preview controllers for CT systems. For 

linear time-varying systems, the problem of finite-

horizon H-infinity tracking is investigated using a 

CT-based model. Additionally, tracking control 

designs for time-invariant systems with zero initial 

conditions are produced after an analysis of tracking 

difficulties for time-invariant systems on infinite 

horizons. The issue of linear time-varying systems 

tracking finite horizon H-infinity is addressed using a 

differential game technique. Lu et al. [28] have 

discussed multi-agent linear CT systems for optimal 

preview design. First, the problem is reformulated as 

a collection of optimized output regulation problems 

using the state augmentation methodology and the 

topology reconstruction method. Secondly, the 

compensations for preview feed-forward associated 

with many leaders are obtained using the linear 

superposition approach. Thirdly, it has been shown 

that the various optimal regulation issues can be 

resolved by representing each preceding 

compensation term in relation to the current state of 

the leader. Xie et al. [29] have discussed a robust 

decentralized preview tracking controller for 

parametrically uncertain CT systems. Furthermore, 

the LMI is used to obtain the decentralized preview 

controller. The proposed control technique can 

increase the closed-loop system's tracking accuracy, 

reduce settling time, and enable the system to 

respond in advance, according to simulation results. 

The preview action extends for a set period of time; 

hence, the length is frequently expressed in units of 

time, most often seconds. The benefit of this 

formulation is that it allows the controller output to 

be provided directly to the real system. 

 

It's crucial to keep in mind that the preview 

controllers were created in a DT domain, where 

preview action is represented by time steps when 

working in the DT domain. Ravat et al. [30] have 

outlined the implementation of a preview control 

system using preview horizon control. They provide 

a numerical simulation illustration related to the 

preview with the assistance of MATLAB. Negm et 

al. [31] have discussed a three-phase induction motor 

(IM) controlled by an artificial neural network 

(ANN) based on preview control. A three-phase IM 

on-line speed control approach using a global ANN is 

proposed. The best preview controller serves as the 

foundation for this algorithm. The suggested 

algorithm's goals are to manage the rotor speed, the 

field orientation, and the constant flux. Utilizing a 

neural network-based approach, the on-line speed 

management goal of IM is employed to emulate the 

attributes of the optimal preview controller within a 

comprehensive and precise performance framework. 

Results from digital computer simulations have been 

used to show the viability, dependability, and 

efficiency of the suggested global ANN algorithm. 

 

The formulations for preview control in DT are more 

straightforward compared to their CT counterparts, as 

the delay element in DT is of finite dimension. 

 

As no system can be fully explored, the most crucial 

component of a control system is its uncertainty-

based formulation. This formulation allows for the 



International Journal of Advanced Technology and Engineering Exploration, Vol 10(107)                                                                                                             

1297          

 

controller model to be developed for robust 

performance in the presence of plant uncertainty. The 

authors in [32–34] have shown that for known plant 

uncertainties, a plant's accuracy can be further 

improved. The norm of uncertainty is supposed to be 

bound and the reference signal is predicted with a 

defined length. In order to create enhanced error 

systems, a model transformation is included to 

roughly represent the time-varying delay. The small 

gain theorem is used to determine the requirements 

for sliding motion that are asymptotically stable. The 

switching surface can be drawn to and maintained by 

the controlled system state according to the sliding 

mode preview controller's design. To demonstrate the 

potency of the suggested control design, a numerical 

example is provided. The research in [12] has 

provided a description of the output feed-backing of 

the preview control for an electromechanical valve 

actuator. In this research, an electromechanical 

engine, solenoid actuators operate the airflow control 

valves, removing the need for a camshaft and 

enabling adjustable valve timing. A linearized system 

model exhibits good agreement with the full model 

when compared to experimental data and the full 

simulation model. Experimental findings demonstrate 

the actuator control's successful performance using a 

preview control strategy. Furthermore, a preview 

tracking control for a stochastic system with retarded 

state multiplication is suggested by the authors in 

[13]. In this research, for retarded LTI systems, the 

issue of tracking with a preview in the presence of 

uncertainties of Wiener-type stochastic parameter is 

resolved. Recently, the input-output method has been 

utilized to transform delayed state systems with 

stochastic elements into uncertain delay-free systems 

bounded by norms. The comparable norm-bounded 

system has been applied to yield minimal control and 

maximizing disturbance techniques that are based on 

measurements of the system states and the anticipated 

reference data. There are two examples that highlight 

the effects of the delay duration and the preview 

length on the system achievement serve as 

illustrations for the theoretical findings. In [15], 

Takaba discussed the problem of polytopic 

uncertainty in the context of reliable 

servomechanisms with preview action. The paper 

addresses the design of a robust servomechanism for 

a system subject to polytopic uncertainty and exposed 

to a previewable signal. They offer a design strategy 

for a state feedback controller with integral and 

preview actions based on the robust mixed linear 

quadratic (LQ) criterion, attaining the robust tracking 

achievement in terms of LMI. 

 Preview control issues based on methodology 

domain: 

The system's features, such as the control signal, 

settling time, peak overshoot, error signal, etc., are 

defined in time analysis for time-domain methods. 

Design issue and model based on time are used to 

preview controller design in the time domain. In the 

time domain method, the controller design can 

immediately take into account the signal preview 

information. In [8], the authors have explored a 

method utilizing discrete lifting technology for delay 

plants using a single input. This approach is 

employed in the design of preview controllers for DT 

linear systems with multiple input delays. The design 

methodology is distinguished by the DT nature of the 

delay-accumulation feedback operator and the 

infinite dimensionality of the actuator dynamics. To 

be more precise, a new discrete lifting technique was 

developed to minimize the delays and turn the 

tracking issue becomes a regulator issue using an AE 

system. Analytical solutions for the relevant operator 

Riccati equations are used to resolve the H-infinity 

control issue of general preview or delayed systems. 

The solution of the problem can handle preview and 

delayed control issues. The solution helps with seeing 

things ahead of time and controlling delays. It can be 

used in a lot of systems that have delays in how they 

take in and send out information. The transcendental 

equations' roots describe the solvability requirement, 

and the control design for the overall issue is 

provided using an integro-differential observer. 

Based on the solvability requirement and the 

consequent control rule, some interpretations of 

typical control problems are offered in [9]. Taking 

into account the forward and feedback channels’ 

delay compensations of the networked control 

systems, the problem of networked output tracking 

control is investigated. The feedback channel delay is 

adjusted utilizing an extended functional observer, 

the calculation of output delay is handled as a distinct 

form of output disturbance. The forward channel 

delay is compensated using two distinct algorithms: 

buffer-based and packet-based. The networked 

closed-loop systems are then given a stability study 

in [35]. Ha et al. [36] have analyzed the challenge of 

creating partial state observers that experience delays 

in both the control input and the measured output for 

a linear system. To guarantee exponential 

convergence of the observer error, a novel approach 

for designing a minimal-order observer is introduced. 

To demonstrate the design process, viability, and 

efficacy of the suggested strategy, numerical 

examples are given. Given that the delay element in 

DT systems has finite dimensions, the formulations 
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of the preview control problem in DT are simpler 

compared to their CT counterparts. 

 

The features of systems are described on a frequency 

scale in frequency-domain approaches. This approach 

is more crucial for systems where evaluating the 

frequency response is more crucial than the transient 

response. There are not many studies that explore 

designing preview controllers in the frequency 

domain. Kristalny and Mirkin [37] have examined 

the issue of stability within a comprehensive two-

sided rational model matching framework, which has 

been explored in this study. The generic two-sided 

stability and its one-sided equivalent have different 

conceptual underpinnings. Some of these 

discrepancies have been proven to be irrelevant to the 

majority of interesting situations and may be ignored. 

Numerous optimization issues with asymptotic 

behavior limitations can be resolved by reducing the 

number of parameters for all the stabilizing solutions. 

This domain methodology proves more advantageous 

for systems in which analyzing the frequency 

response holds greater importance than assessing the 

transient response. 

 

 Preview control issues based on the solution 

approach: 

The existing control theories serve as the foundation 

for the traditional procedures. The preview control 

system's design is implemented using conventional 

control theories. In the classical approach, the 

parameter choice governs the results defined, which 

are known as Q, R, γ, and η. Q and R are chosen as 

design necessities. The values of γ and η are more 

affect the solution more. The LMIs' implementation 

is straightforward and produces overall results that 

contrast with the Riccati equation. The preview 

controller is proposed using a contemporary method 

with the aid of contemporary control algorithms like 

ANN and fuzzy logic. The preview data is gathered 

and sent to the rear suspension system by a sensor 

attached to the front suspension. The collected 

preview data and the vehicle state feedback signal are 

then processed using a fuzzy controller. The 

application of fuzzy control is intended to increase 

suspension robustness against sensor noise; the 

discussed algorithm is better than the traditional 

proportional integral derivative (PID) approach, 

according to experimental results. As a result, the 

suggested control algorithm can significantly increase 

ride comfort [38]. Wang and Aida [39] have provided 

a novel technique for fuzzy nonlinear preview 

control. There are numerous methods for preview 

control because it can reduce both overshoot and 

control energy. Fuzzy theory is used to create a new 

design scheme for the preview control element, 

which is then optimized via a genetic algorithm (GA) 

based on performance criteria. Because it was created 

using a nonlinear model, the fuzzy preview control 

will work better with nonlinear plants. The 

effectiveness of the suggested strategy is finally 

demonstrated by various experiments using a two-

cascaded tank design. 

 

 Preview control issues based on objective: 

The reference signal with known future values should 

be tracked by the reference tracking issue. Robot 

motion, missile control, and other areas are 

applications for reference tracking difficulties. Before 

transient responses can be enhanced in terms of 

accuracy for tracking and input control needs, the 

future value of reference signals must be determined. 

The basic goal of disturbance reduction issues is to 

keep the system's output at the necessary level while 

a disruption exists [40–42]. Xu and Peng [40] have 

analyzed, a preview steering control algorithm, along 

with a comprehensive examination of its closed-loop 

system and experimental validation, ensuring precise, 

smooth, and cost-effective path tracking for 

automated vehicles. Then, a DT preview controller is 

created on top of a linear AE system, where the state 

vector is enhanced to include disturbances that occur 

inside a finite preview window. The path-tracking 

controller for automated cars may be designed or 

improved with the assistance of developers thanks to 

the design methodology, system analysis, and 

experimental verification given in this work. Future 

studies will investigate system latency and robustness 

to sensor and road disturbances in more detail. Xie et 

al. [43] have analyzed an effective preview control 

for perturbed CT networked systems, which is a 

challenging issue. They use decentralized control 

technologies. Each perturbed subsystem's tracking 

controller is initially designed. The envisioned 

tracking challenge is transformed into a regulatory 

problem by using a perturbed error system. To deal 

with the uncertainty in the systems, an innovative 

approach is suggested. The cost function in this 

strategy incorporates the uncertainty bound. As a 

result, the nominal system's preview controller can be 

regarded as a reliable preview controller for the 

perturbed subsystem. To demonstrate the usefulness 

and superiority of the suggested controller, a 

numerical example is provided. 

 

The research work done in [44, 45] examines the 

gain-scheduled robust attitude control technique 

based on a preview obtained by using control 
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techniques with linearly variable parameters for DT 

systems with one-sided Lipschitz nonlinearity. 

Initially, an enhanced system is constructed using a 

difference operator to incorporate tracking errors and 

preview information. Subsequently, a sliding surface 

is formulated, and a condition ensuring asymptotic 

stability is derived. To simplify the controller 

solution process, avoiding the need for computations 

involving nonlinear matrix inequalities and 

classification, a convex optimization problem is 

formulated. The linear parameter-varying controller 

adopts a modified PID control structure to improve 

the robustness performance, aligning with the robust 

control framework presented in [44, 45]. 

 

Stability is the main objective in the design of any 

control system. The most crucial step in the design of 

any control system is to assess the system's stability. 

If the system is prone to instability, a suitable 

controller must be created in order to stabilize the 

current system. It is well recognized that there may 

be some mistakes as a result of control system 

modeling assumptions whenever mathematical 

models are employed to explain real-world systems. 

Uncertain parameters are included in the intended 

model to reflect the impact of error. Our system has a 

tendency to become the system unstable because of 

uncertainty. In order to develop a robust controller, 

we must design a new kind of controller. This 

reliable controller can stabilize the system for all 

permitted parameter uncertainties. Strong system 

uncertainty, stability and robust performance are the 

two main problems of a robust controller.  

 

Following a review of the literature on preview 

tracking control for a system, there are a number of 

key considerations: 

a. A key task in the design of a control system is to 

check the stability of the system, and if the system 

is unstable, then there is a need to construct a 

desired control law for system stability.  

b. Because of the assumptions made during the 

modeling process, mistakes are always present 

when mathematical models are employed to 

explain real-world systems. An unknown 

parameter is included to account for the impact of 

such inaccuracies. Because of this uncertainty, the 

system is unstable; hence, a trustworthy controller 

must be developed to maintain system stability 

within the allowed parameter uncertainties. 

c. There are two key considerations for a robust 

controller: 

1. Strong stability 

2. Powerful performance 

 

The controller must ensure the desired performance 

while maintaining stability. 

 

d. The term "guaranteed cost control approach" refers 

to a strategy that ensures the desired performance. 

For guaranteed cost control approaches, the closed 

loop cost function’s upper bound is more 

important, and a controller in this form is referred 

to as an “optimal guaranteed cost controller”. 

e. When implementing state feedback control, the 

controller gain frequently displays some jitter. The 

term "controller fragility" refers to a feedback 

control system's performance deteriorating as a 

result of incorrect controller implementation. The 

goal of non-fragile control is to create a controller 

for a certain system that is unaffected by a small 

amount of gain error. 

f. In real-world control systems, delay shows up 

organically in states and inputs. Instabilities are 

primarily brought on by these delays. State delays 

are related to travel time, whereas input delays are 

the result of the transmission of measurement 

information and should be considered in a 

practical system design. 

 

3.Methods 

In control systems, it is crucial to evaluate the 

feasibility and stability of any 2-D DT system based 

on the Roesser model. A technique is developed to 

form an AE system, incorporating future knowledge 

regarding the reference signal and disturbance signal. 

This transformation obtains the regulator problem 

from the tracking. The output preview control gains 

are solved by the proposed condition. 

 

3.1System descriptions 

The Roesser model, a DT state-space representation 

of a system, is frequently used in control theory. This 

paper presents the design of a preview control for a 

2-D DT system with disturbance based on the 

Roesser model [24]. Consider a system defined in 

Equations 1a and 1b: 

 

 

 

11 12 1

21 22 2

1

1

h h

v v

s t s t
u s t s t

s t s t
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where,

1
nh s t ( , )x R  shows the horizontal state. The 

vertical state are represented by
2nv s t ( , )x R . 

Control input vector is shown by
ms t ( , )u R .

pz s t ( , ) R is the controlled output vector and 

ls t ( , )w R is the disturbance vector. Equation 1c 

shows that the constant matrix. 

 11 12 1

1 2

21 22 2

     
        
     

, , ,
1

2

A A B E
A B C C C E

A A B E

     (1c) 
Are referred to as real constant matrices having the 

proper size. 

 

The boundary conditions are shown by Equation 2: 

0 0h h v v

t s
t s ( , ) , ( , )x x x x  and 0 1 2 3s t , , , , ... (2) 

and  r
X x s t s t k s t   sup ( , ) : , , Z , 

And,
h T v T Ts t s t s t( , ) ( ( , ) ( , ))x x x then Equation 1a 

asymptotic stable 2-D DT system. This is how it is 

explained: 

Definition 1: For the 2-D DT system (1) if 

0
r

k
X


lim  is true, then asymptotically stable is a 

term used to describe the 2-D DT system 1a. In the 1-

D DT system, preview tracking control problems 

need to be given general assumptions about 

previewable information. Similarly, for the 2-D DT 

systems preview tracking control problem, the 

corresponding assumption also needs to be made. 

 

3.2Assumptions 

The following assumptions were used for the design 

of 2-D DT systems preview tracking control. 

Assumption 1: The reference signal 
Ps t ( , )r R has 

the preview length of
r

M , for discrete independent 

variables s t( , ) in the vertical and horizontal directions 

and the Equation 3 show the future value of DT 

variable: 

1 2 3
r

s t k s t k s t k s t k s t k M             , , , , ...

     (3) 

The future value, that is greater than the preview 

length, is assumed to be constant vector (
*

r ) this can 

be expressed as 1
r

s t k M    , i.e., s t  *
( , )r r  

and 
s t

r s t r
 

 *
lim ( , ) , where 

*
r is known as constant 

vector. 

Assumption 2: Suppose the reference signal can be 

split as 
1 2

r s t r s t r s t ( , ) ( , ) ( , ) , by Assumption 1, 

1
r s t( , )  and 

2
r s t( , ) can be obtained within the 

preview length as shown in Equation 4: 

   
     

          
     (4)   

   
     

          
  

Error signal 
Ps t ( , )e R can be represented as 

Equation 5: 
s t z s t s t ( , ) ( , ) ( , )e r

   (5)
 

This paper has explored the preview tracking of 2-D 

DT system by Equation 1a–1b. It is expected that the 

designed controller, the system's output z(s, t) can 

follow the reference signal r(s, t). 

Also, 0
s t s t

s t z s t s t
   

  lim ( , ) lim( ( , ) ( , ))e r  is true. 

Horizontal and vertical output of systems is shown by 

Equation 6: 

11

2 2

h

v

z s t s t

z s t s t





( , ) ( , )

( , ) ( , )

C x

C x
   (6) 

Suppose 
1

z s t( , ) can track
1

s t( , )r , while 
2

z s t( , )  can 

track
2

s t( , )r . The steady state values of the system 

are given below as Equation 7: 
v

v
s t

h

h
s t

s t

s t

s t

u s t u

 

 

 

 








*

*

*

lim ( , )

lim ( , )

lim ( , )

x x

x x

   (7)

 

Further, take the limit of system as Equation 1a-1b 

and s t  then we have obtained Equation 8. 

11 12 1

21 22 2

1 1

2 2

h h v

v h v

h

v

u

x u

  


  



 

* * * *

* * * *

* *

* *

x A x A x B

x A x A B

C x r

C x r
  (8) 

The Equation 8 is converted into Equation 9. 

11 12 1

21 22 2

1 1

2 2

h

v

I

I

u

   
    

         
     

   

*

*

*

*

*

0

0

0 0

0 0

A A B
x

A A B
x

C r

C r
 (9)

 

 

Equation 9 can have at least one solution provided 

the following Assumption 3 is satisfied to ensure that 
T T T T

h v
u* * *

(( ) ,( ) ,( ) )x x  exist. 

Assumption 3: This point guarantees the following 

rank condition holds. 
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11 12 1 11 12 1

21 22 2 21 22 2

1 1 1

2 2 2

I

I
rank rank

    
   

 
   
   
   
   

*

*

0

0

0 0 0 0

0 0 0 0

A A B A I A B

A A B A A I B

C C r

C C r

 

A control variable's number should be equal to or 

greater than the number of independent variables. It 

is intended to measure. i.e., m p . 

Assumption 4: Suppose that preview length of 

disturbances w s t( ( , ))  is
d

M ; and for every time, the

d
M is the future length of disturbance signal. Both 

past and current values of exogenous disturbances are 

accessible. For exceeding the future value for

1
d

s t k M    , the values of disturbance signal 

will be zero; i.e., 0w s t ( , ) . 

 

In order to formulate the proposed controller for the 

2-D system, the Roesser model was further analyzed 

and following fundamental points were derived: 

a. The system was linear, indicating that its response 

was independent of past interactions between its 

input and output and that its output was 

proportional to its input. 

b. The system was time-invariant, meaning that its 

properties remained constant over time and its 

response to any input was constant irrespective of 

its time of application. 

c. The system was deterministic, meaning that its 

input and initial state totally dictated its output. 

d. Because the system was represented using a DT 

framework, the input and output were tracked and 

updated at specific intervals of time. 

3.3AE system derivation 
AE system derivation was the technique used in 

preview control to increase the effectiveness of the 

control system. A form of control system called 

preview control had utilized set points or future 

reference signals to better track the controlled 

variable. With the enhanced error system, a new state 

variable was added to the system to indicate the 

difference in reference signals between the present 

and the future. Improved tracking was achieved by 

adding an extra state variable to the control system, 

which allowed the controller to predict future 

reference signals and modify the control signal 

accordingly. We began with the system model in the 

form of a difference equation in order to derive the 

enhanced error system for preview control of a DT 

system. The present state value and steady-state value 

difference had been obtained in order to create an 

augmented error (AE) system. Converting the 

tracking issue into a regulatory issue, we derived an 

error system of augmentation and designed a 

controller for preview. Define the following new 

vectors as Equation 10: 

{
 
 

 
 

 ̃                 
 

 ̃                 
 

 ̃               

  ̃                
 

  ̃                
 

   (10) 

The system's state equation can be expressed as 

follows using Equation 11 as a starting point: 

{
 
 

 
  ̃             ̃

           ̃
          ̃     

 ̃             ̃
           ̃

          ̃     

            [    ̃
           ̃

          ̃     ]    ̃       

            [    ̃
           ̃

          ̃     ]    ̃       

    (11) 

 

From Assumption 2, we obtained the vertical and 

horizontal discrete variables s t( , ) , notation of future 

value of time is given by Equation 12 a:  

1 2
r

s t k s t k s t k s t k M          , , , .........
 

     (12a) 

The following Equation 12b shows the condition of 

reference signal. 

              ̃        ̃       
 

     (12b) 

 

The preview vector forms of   ̃      and   ̃      are 

given below: 

   
       

[
 
 
 
 
 

  ̃     

  ̃       
 
 
 

  ̃        ]
 
 
 
 
 

 

   
       

[
 
 
 
 
 

  ̃       

  ̃         
 
 
 

  ̃            ]
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[
 
 
 
 
 

  ̃       

  ̃         
 
 
 

  ̃            ]
 
 
 
 
 

 
                         . 

                         . 

                         . 

    
         ̃         

   
       

[
 
 
 
 
 

  ̃     

  ̃       
 
 
 

  ̃        ]
 
 
 
 
 

 

  
  

 
 
 
  

[
 
 
 
 
 
   

  
 
 
 
 

   
  

 
 
 
 

 
 
 

  
  

  
 
 
 
 

]
 
 
 
 
 

 

 

   
       

[
 
 
 
 
 

  ̃       

  ̃         
 
 
 

  ̃            ]
 
 
 
 
 

 

   
       

[
 
 
 
 
 

  ̃       

  ̃         
 
 
 

  ̃            ]
 
 
 
 
 

 
    

         ̃        
 

The above preview vector can be written as Equation 

13. 

   
                 

       

   
                 

      

  (13)

 

  
       

[
 
 
 
 
 
 
   

      

   
      

 
 
 

    
      ]

 
 
 
 
 
 

 The above preview vector can be written as Equation 

(14): 

  
             

       
  

             
         (14)

   

Where, 
R

A is defined as given below: 

   

[
 
 
 
 
 
 
 
        
        
        
        
        
        
        
        ]

 
 
 
 
 
 
 

               

 

 

Where,  1 0r rR M M
A diag


 . . .A A A  

and 

  
                  

      
            

  [               ]   
              

 

The disturbance signal in horizontal direction is as 

follow: 

   
       

[
 
 
 
 
 
 

       

         

         
 
 
 

          ]
 
 
 
 
 
 

 

 

   
       

[
 
 
 
 
 
 

         

           

           
 
 
 

              ]
 
 
 
 
 
 

 

   
       

[
 
 
 
 
 
 

         

           

           
 
 
 

              ]
 
 
 
 
 
 

 

                                   . 

                                   . 

                                   . 

                                   . 

    

       

[
 
 
 
 
 
 

          

            

            
 
 
 

          ]
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Further, for the vertical direction, following are the 

disturbance signal: 

   
       

[
 
 
 
 
 
 

       

         

         
 
 
 

          ]
 
 
 
 
 
 

 

   
       

[
 
 
 
 
 
 

         

           

           
 
 
 

              ]
 
 
 
 
 
 

 

   
       

[
 
 
 
 
 
 

         

           

           
 
 
 

              ]
 
 
 
 
 
 

 

                                   . 

                                   . 

                                   . 

                                   . 

    
       

[
 
 
 
 
 
 

          

            

            
 
 
 

          ]
 
 
 
 
 
 

 

 

The above preview vector of disturbance can be 

written as Equation 15: 

1

2

1

1

h h

w w w

v v

w w w

s t s t

s t s t

 

 

( , ) ( , )

( , ) ( , )

X A X

X A X
   (15) 

where, 
1

1dM lh

w




[( ) ]
X R ,

2

1dM lh

w




[( ) ]
X R  and

1 1d dM l M l

w

  


[( ) ] [( ) ]
A R  

   

[
 
 
 
 
 
 
 
        
        
        
        
        
        
        
        ]

 
 
 
 
 
 
 

               

 
 

A preview-information-containing AE system must 

be created; the following augmented state vector can 

be defined as Equation 16: 

{
 ̂       [  

        ̃          
  

         
  

     ] 

 ̂       [  
        ̃          

           
       ] 

  

     (16) 
 

Creating the system in Equation 17 as follows: 

 

{
 ̂           ̂   ̂

        ̂   ̂
        ̂  ̃     

 ̂           ̂   ̂
        ̂   ̂

        ̂  ̃     
 

                  (17) 
The constant matrix is shown in Equations 18 a–18 d. 

A summing operator that reduces static errors is 

absent from the closed-loop system. Therefore, by 

adding the integrator which is shown in Equation 19. 

From Equations 17 and 19, a new form of the system 

equation has been generated as Equation 20a to 20b. 

 

 ̂   

[
 
 
 
             

        

     
     ]

 
 
 

   ̂   [

        
      
    
    

]

      (18a) 

 ̂   [

        
      
    
    

]    ̂   

[
 
 
 
             

        

     
     ]

 
 
 

     (18b) 

 ̂  [

    

  

 
 

]    ̂  [

    

  

 
 

]

           (18c) 
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{
 
 

 
 

    [       ]

    [       ]

   
 [       ]

    
 [         ]       

    
 [         ]       

              (18d) 

{
        ∑           

           

        ∑           
           

        (19)

   
 
        [

 ̂   

  
] [

 ̂      

       
]  [ ̂   

  
] [

 ̂      

       
]  [ ̂ 

 
]  ̃      

         
 
          

 
         ̃             (20a) 

 
 
        [ ̂   

  
] [

 ̂      

       
]  [ ̂   

  
] [

 ̂      

       
]  [ ̂ 

 
]  ̃         (20b)

 

         
 
          

 
         ̃     

     

  
 

Then the derived AE system is given as Equation 21: 

11 12 1

21 22 2

1

1

h h

v v

s t s t
s t

s t s t

      
       
             

( , ) ( , )
( , )

( , ) ( , )

x A A x B
u

A A Bx x
       (21) 

Good tracking performance must be attained, 

robustness to disturbances, and optimal control, the 

control law can be designed using the AE system, 

which is a difference equation. 

 

3.4Preview controller design 

Using a model of the system being controlled to 

predict its future behavior and using that prediction to 

change the control inputs in real time, is known as 

“preview control”.  

 

In preview control, by predicting disruptions or other 

changes in the system and making adjustments for 

them, the control system's performance is improved. 

In the following paragraphs, the detailed steps of 

preview controller design is discussed. For the AE 

system Equation 21, the input vector is given as 

Equation 22: 

 1 2

1 2

h

v

h v

s t
s t

s t

s t s t

 
 
 
 

 

( , )
( , )

( , )

( , ) ( , )

x
u K K

x

K x K x
  (22) 

where 
1

K  and 
2

K  are gain matrix. Hence, by using 

Equation 22, the derived closed-loop system is given 

below in Equation 23:  

[
 

 
       

 
 
       

]  

[
                

                

] [
 

 
     

 
 
     

] (23) 

 

Asymptotic stability was achieved for the closed-loop 

system in Equation 23 by the proposed state feedback 

controller (Equation 22), as shown in Equation 24: 

0

0

h

s t

v

s t

s t

s t

 

 

 

 


lim ( , )

lim ( , )

x

x
    (24) 

Since 
1

s t( , )e is a part of  
h

s t( , )x  and 
2

s t( , )e  is a 

part of
v

s t( , )x , Equations 25a-25b show the error 

values as time goes towards the infinity. 

1 2
s t s t

s t s t
   

 lim ( , ) 0, lim ( , ) 0e e
  (25a) 

1 2
s t s t

s t s t s t
   

  lim ( , ) lim[ ( , ) ( , )] 0e e e
 (25b) 

It was seen that the designed controller which 

included the reference signal’s preview behavior 

could realize the accurate tracking of the reference 

signal by the output of the system 1a-1b under state 

feedback. A necessary condition for the closed-loop 

system in Equation 23 to be asymptotically stable, 

was provided by Theorem 1. 

 

Theorem 1: The closed-loop system in Equation 23 

is asymptotically stable, if there exist positive 

definite symmetric matrices 
1 2
,X X  and 

2
,

1
Y Y  

satisfying the following inequality shown in Equation 

26. 
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1 11 1 1 2 12 2 1 2

2 21 1 2 1 22 2 2 2

1

2

 
  
 
 

    
 
 

  

_ _ _ _

_ _ _ _

0

0 0

0

*

X A X B Y A X B Y

X A X B Y A X B Yγ

* * X

* * X
    (26) 

    

Proof: Let define a Lyapunov function as follows. 

V V V
h v

s t s t s t ( , ) ( ( , )) ( ( , ))x x  

hT h vT v

h v
s t s t s t s t ( , ) ( , ) ( , ) ( , )x P x x P x

 

where 
h

P and 
v

P are positive semi-definite matrices. 

The difference of the above Lyapunov function is 

given by Equation 27. 

V V 1 V 1 V V( , ) [ ( ( , )) ( ( , ))] [ ( ( , )) ( ( , ))]
h v h v

s t s t s t s t s t      x x x x  

                 

T
hT h

vT v

s t s t

s t s t

   
   
   
   

( , ) ( , )

( , ) ( , )

x x
Ω

x x
        (27)

Where, 

11 1 11 1 21 2 21 2
1 1 1 2

12 1 22 2 22 2 21 2
2 2 2 2

T T T

h v

T T T

h v

     
 

    

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

A B K P A B K A B K P A B K
Ω

A B K P A B K A B K P A B K

11 1 11 1 21 2 22 2
1 2 1 2

12 1 12 1 22 2 22 2
2 2 2 2

T T T

h v

T T T

h v

    


     

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

A B K P A B K A B K P A B K

A B K P A B K A B K P A B K
 

 

Taking the positive definite matrices mentioned in 

Theorem 1 as 1

1 h

X P , 1

2 v

X P , 
1 1 1
Y K X , 

2 2 2
Y K X . 

By substituting the values of the matrices 
1 2
,X X  and 

1 2
Y ,Y in Equation 26, we got the following Equation 

28. 

 
1

11 1 12 1
1 2

1
21 2 22 2

1 2

h

Tv

h

v





   
 

   
 

 


 
  

0

0
0

* * 0

* * * 0

P A B K A B K

P A B K A B K
Q γ Q

P

       (28) 

In the above Equation,  .diag
h v

Q I I P P  

Using Schur complement lemma [14],  0Ω , which 

led to V 0( , )s t  . 

If and only if at that time the equal sign was 

established, then 

T
hT vT

s t s t  
  

( , ) ( , ) 0x x   

Equation 29 was designed with the help of Lyapunov 

theory to establish the stability 

V 1 V 1 V V( ( , )) ( ( , )) ( ( , )) ( ( , ))
h v h v

s t s t s t s t    x x x x
     (29) 

 

Define the set                          
   

Based on the boundary conditions given in this paper, 

from Equation 21, we obtained 

V V
( )

( , )) ( , ))
h v

s t D r

s t s t
 

    
( x ( x = 
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V 0 V 1 1 V 1 1 V 0

V 0 V 1 1 V 1 1 V 1 1 V 0

V 1 V 2 1 V 1 V 1 0

V 1 V 1 2 V

( ( , )) (( ( , )) ... ( ( , )) ( ( , ))

( ( , )) ( ( , )) ... ( ( , )) ( ( , )) ( ( , ))

( ( , )) ( ( , )) ... ( ( , )) ( ( , ))

( ( , )) ( ( , )) ... (

h h h h

v v v v v

h h h h

v v

r r r r

r r r r r

r r r r

r r

     

       

       

   

x x x x

x x x x x

x x x x

x x x 1 V 0 1

V 0 1 V 1 V 1 V 1 0

V 1 0 V 1 V 1 V 0 1

( , )) ( ( , ))

( ( , )) ( ( , )) ... ( ( , )) ( ( , ))

( ( , )) ( ( , )) ... ( ( , )) ( ( , ))

v v

h h h h

v v v v

r r

r r r r

r r r r

 

       

     

x

x x x x

x x x x

           

=        
1

V V
( )

[ ( ( , )) ( ( , ))]
h v

s t D r

s t s t
  

 x x  

i.e. ∑                  ∑                

 

To get V 0
( )

lim ( , )
r s t D r

s t
  

  So, V 0lim ( , )
s t

s t
 

 , 

s t
s t

 
lim ( , ) 0x  

Hence, the closed-loop system's asymptotic stability 

was proved. 

Note 1: Theorem 1 demonstrated that there was state 

feedback in the AE system for the closed-loop system 

that was asymptotically stable if LMI in Equation 26 

had a set of feasible solutions. The system's 

horizontal state is indicated as follows in Equation 

30a: 

 
 
      [  

       ̃  
       ̃

        ̃
             ̃

          

       ̃
          ̃

            ̃
               ̃

                  ̃
          

   
        

          
               

          
      

          
          

               
                 ]

                          (30a)

 

  

The system's vertical state is indicated as follows in Equation 30 b 

 
 
      [  

       ̃         ̃
        ̃

             ̃
          

      ̃
          ̃

            ̃
               ̃

                 

      ̃
            

        
          

              
          

      
          

          
               

                
                 ]

   (30b)

  

 

Therefore, the gain matrix could be decomposed into 

the following Equation 31. Then the designed 

preview controller is given by Equation 32. Theorem 

2: Assuming that Assumptions 1-3 are satisfied and if 

the LMI in Equation 26 has feasible solution, then the 

expression of the designed system controller is given 

in Equation 33. 

 
1 1 1 1 1

1 1 1 1 1 2 2 2 2

2

1 2 1

1 1 2

2 2 2

0 0 1 0 0 0 1 1 1

1 0 0 0 1 0 0 0 0 0 1 1 0 0

1 1 1 1 0 0 0

h

r

e r r r r r r
x

r r r r w w w d v e r r r r
x v

r r r r r w

K K K K K M K K

K M K M K K K M K K K K K K K M

K K M K M K




 





^

^

( , ) ( , ) ... ( , ) ( , ) ( , ) ...

( , ) ( , ) ... ( , ) ( , ) ( , ).... ( , ) ( , ) ... ( , ) ( , )

( , ) ( , ) ... ( , ) ( ,

K K K

2 2 2
0 1 0

w w d v
K K M K 


) ( , ) ... ( , )

 (31) 

1 1

2 2 2

1 1 1 1
0 0

1 1 2 2
0 0

2 2 2
0 0 0 0

( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( ,

r r

h

d d

h

d dr r

M Mh

e r
l mx

M M v

w v e
l m x

M MM M

r w v
l m l m

s t K e s t K x s t K s t r s m t l

K l m w s m t l K V s t K e s t K x s t

K l m r s m t l K l m w s m t l K V s

 

 

   

      

      

        

u

)t
  (32) 
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1 1

2

1 1 1 1 1 1
0 0 0 0

1

1 2 1 2 2
0 0 0

2
0 0

0

r r r r

h

d d

v

r r

M M M M
h

e x r r
l m l m

M M s
v

w v e x
l m k

M M

r
l m

u s t K e s t K x s t K l m r s m t l K l m r

K l m w s m t l K e k t V t K e s t K x s t

K l m r s m t l

   



  

 

         

        

   

*
( , ) ( , ) ( , ) ( , ) ( , ) ( , )*

( , ) ( , ) ( ( , ) ( , )) ( , ) ( , )

( , ) ( , )
2

2

2
0 0

1

2 2 2 2
0 0 0

0

r r

d d

h v

M M

r
l m

h
M M t

w v x x v
l m k

K l m r

x

K l m w s m t l K e s k V s K K I x

u

 



  

 

 
 

            
 
 

*

*

*

*

( , )

( , ) ( , ) ( ( , ) ( , ))

   (33) 

Proof of Equation 33: 

Based on Theorem 1, the controller gain matrix 
1

i i

( )
i

K X Y  can be obtained by solving the LMI in 

Equation 26, where 1 2
i

i ( , )X  and 1 2
i

i ( , )Y are 

the positive definite symmetric matrices. Using 

Equation 22, we obtain Equation 34. Using Equation 

10 and Equation 34 the controller can be formed as 

Equation 35: 

Note 2: It may be noted that the expected preview 

controller can be obtained by using the preview 

controller s t( , )u given in Equation 22 and original 

system controller u s t( , ) given in Equation in 35. 

 

By using Equation 36, we obtained original controller 

given in Equation 33.  

Note 3: The matrix 
i

X  and the invertible matrix 
i

Y

were determined by the Equation 26 for 1 2i ( , ) . 

Equation 31 determined the gain matrix variables. 

Further, using Equation 33, it was shown that 

Equation 26 ensured the asymptotic stability of the 

closed loop system. 

1 2

h v

s t K s t K s t ( , ) ( , ) ( , )u x x  

1

1 1

2 1 2

1 1 1
0 0

1 1 2 2
0 0

2 2 2
0 0 0 0

r r

h

d d

v

d dr r

M Mh

e r
l mx

M M v

w v e
l m x

M MM M

r w v
l m l m

K e s t K x s t K l m r s m t l

K l m w s m t l K V s t K e s t K x s t

K l m r s m t l K l m w s m t l K V s t

 

 

   

      

      

        

( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( , )
  (34)

 

Where,  

 
1 1 1 1 1

1 1 1 1 1 1 2 2 2 2 2

2 2 2 2 2

1 2 1

1

0 0 1 0 0 0 1 1 1

1 0 0 0 1 0 0 0 0 0 1 1 0 0

1 1 1 1 0 0 0 0

h

v r

e x r r r r r r

r r r r w w w d v e x r r r r

r r r r r w w

K K K K K M K K

K M K M K K K M K K K K K K K M

K K M K M K K



 




( , ) ( , ) ... ( , ) ( , ) ( , ) ...

( , ) ( , ) ( , ) ( , )... ( , ) ( , ) ( , ) ... ( , ) ( , )

( , ) ( , ) ... ( , ) ( , ) ( ,

K K K

2 2 2 2
1 0 1 1 0 0

w w w d v
K K K M K 

) ... ( , ) ... ( , ) ( , )
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2
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1
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2
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0

r r r r

h
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v
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r
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K l m w l m t l K e k t V t K e s t K x s t

K l m r l m t l

   



  

 

         

        

  

*
( , ) ( , ) ( , ) ( , ) ( , ) ( , )*

( , ) ( , ) ( ( , ) ( , )) ( , ) ( , )

( , ) ( ,
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0 0 0

0
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h v
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r
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h
M M t

w v vx x
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x

K l m w l m t l K e s k V s K K I x

u

 



  

 

 
             
 
 

*

*

*

*

) ( , )

( , ) ( , ) ( ( , ) ( , ))

 

(35) 

Using Equation 10, we obtained the Equation 36. 

   (s, t) =  ̃ (s, t) +   
  

   (s, t) =  ̃ (s, t) +   
  

u(s, t) =  ̃      +   
  

  (s, t)=   ̃(s, t) +   
  

  (s, t)=   ̃(s, t) +   
     

(36) 
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4. Results 

To check the effectiveness of the proposed algorithm, 

consider that the required parameters in Equation 1a–

1c are given in the following example. 

Example: Consider an example of Rosser model for 

2-D DT systems. 

11 12 21 22

1 2

1 2

1 2

2 1 0 5 1 5 2 5

0 2 1 5

2 5 10

0 3 0

A A A A

B B

C C

E E

    

  

 

 

. , . , . , .

. , . ,

. ,

. ,  
Take the reference signal

1 2
1r s t r s t r s t  ( , ) ( , ) ( , ) . 

In order to satisfy the rank condition of Assumption 

3, we might take 
1

0r s t ( , )  and
2

1r s t ( , ) . The 

Equation 9 was solved to obtain 0
h

x * , 0 1
v

x *
. , 

0 25u *
.  by considering the boundary conditions 

0 0 0h vt s ( , ) ( , )x x , and the initial conditions 

1 2
0 0 0V t V s ( , ) ( , ) . Based on Theorem 2, the 

matrix variables 
1 2
,X X  and 

1 2
,Y Y were obtained by 

solving LMI in Equation 26, and hence, required gain 

matrix was achieved as 1 1 2
i i i

i , ( , )K X Y . 

If 0
r

M   , then  

1 1 1 11
0 0 0 0

h

e r d v
x

K K K K K K
 


  

^
( , ) ( , )

 

1 1 1 11
0 0 0 0

h

e r d v
x

K K K K K K
 


  

^
( , ) ( , )

 

 1
0 0001 1 0012 0 0 0002 0 0003K  . . . .

 

2 2 2 22
0 0 0 0

h
e r d vx

K K K K K K 
 

( , ) ( , )
 

 2
0 0013 1 2020 0 0 0001 0 0322K    . . . .  

 If 2
r

M  , then   

1 1 1 1 1 1 11
0 0 1 0 2 0 0 1 1 1 0 2

h
e r r r r r rx

K K K K K K K K K


( , ) ( , ) ( , ) ( , ) ( , ) ( , )  

                                                             
1 1 1 1 1 1 1

0 0 1 0 2 0 0 1 1 1 0 2
d d d d d d v

K K K K K K K 


( , ) ( , ) ( , ) ( , ) ( , ) ( , )  

1
0 0004 1 0029 0 0000 0 0083 0 0005 0 0000 0 0000 0 0000K        . . . . . . . .  

                                                               0 004 0 0002 0 0001 0 0000 0 0000 0 0000 0 0045  . . . . . . .  

2 2 2 2 2 2 22
0 0 1 0 2 0 0 1 1 1 0 2

v
e r r r r r rx

K K K K K K K K K


( , ) ( , ) ( , ) ( , ) ( , ) ( , )  

                                               
2 2 2 2 2 22
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d d d d d d v

K K K K K K K 


( , ) ( , ) ( , ) ( , ) ( , ) ( , )        

 2
0 0053 1 2547 0 0000 0 0061 0 0502 0 0000 0 0000 0 0000K    . . . . . . . .  

                                                              0 0001 0 0001 0 0001 0 0000 0 0000 0 0000 0 0023     . . . . . . .  

If 4
r

M   , then   

1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1

1
0 0 1 0 2 0 3 0 4 0 0 1

1 1 0 3 0 4 0 0 1 0 2 0 3 0 4 0

0 1 0 2 0 3 0 4

h
e r r r r r rx

r r r d d d d d

d d d d v

K K K K K K K K K

K K K K K K K K

K K K K K







( , ) ( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , )

 

2 2 2 2 2 2 2

2 2 2 2 2 2 2 2

2 2 2 2 2 2 2 2

2 2

2
0 0 0 1 0 2 0 3 0 4 1 0

1 1 1 2 1 3 2 0 2 1 3 2 3 0 3 1

4 0 0 0 0 1 0 2 0 3 0 4 1 0 1 1

1 2 1

v
e r r r r r rx

r r r r r r r r

r d d d d d d d

d d

K K K K K K K K K

K K K K K K K K

K K K K K K K K

K K




( , ) ( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , )

( , ) (
2 2 2 2 2 2 2

3 2 0 2 1 3 2 3 0 3 1 4 0
d d d d d d v

K K K K K K K 
, ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , )

 

 

With the help of YALMIP toolbox, the value of tmin 

was negative which indicated a feasible solution. 

 

Assuming that the boundary condition 

0 0 0h vx t x s ( , ) ( , )  and the initial condition

1 2
0 0 0V t V s ( , ) ( , ) , these simulation results are 

displayed. The open loop system's horizontal and 

vertical states are depicted in Figures 2 and 3, 

respectively.  

 

By the analysis of Figures 2 and 3, it was observed 

that the open loop systems were unstable for both 

horizontal state as well as vertical states. The closed-
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loop system's horizontal and vertical states are 

depicted in Figures 4 and 5, respectively. Figures 4 

and 5 shows that the closed-loop systems are stable 

for both horizontal state as well as vertical states by 

using the proposed control law. Figures 6 and 7 show 

the horizontal and vertical tracking error of the 

closed-loop system tend to zero when simulated for 

preview length 2
r

M  .  

 

In order to compare with the tracking error plots 

(Figures 6 and 7) for preview length 2
r

M  , we had 

also plotted the tracking error plots (Figures 8 and 9) 

for preview length 0
r

M  . It was observed that the 

tracking error plots obtained without preview length 

(Mr=0) had large tracking error initially as compared 

to the tracking error plots obtained with preview 

length (Mr=2). 

 

Error impacts: It was noteworthy that the overall 

error clearly impacted the system state response. In 

the Figures 6 and 7, errors increase initially and due 

to this, the augmented system states also show 

reasonable variation (Figures 4 and 5). However, as 

soon as the proposed preview controller was applied 

to the system, the errors decreased towards origin. 

This decrement in the error directly impacted the 

system states and led them to the origin as well, 

depicted in Figures 4 and 5. When a value of preview 

length is taken as zero, then Figures 8 and 9 show the 

error in the horizontal and vertical directions. 

 

 
Figure 2 Horizontal state of open loop system 

 

 
Figure 3 Vertical state of open loop system 
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Figure 4 Horizontal state of closed loop system 

 

 
Figure 5 Vertical state of closed loop system 

 

 
Figure 6 Error signal in horizontal state with preview length ( 2

r
M  ) 
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Figure 7 Error signal in vertical state with preview length ( 2

r
M  ) 

 

 
Figure 8 Error signal in horizontal state without preview length ( 0

r
M  ) 

 

 
Figure 9 Error signal in vertical state without preview length ( 0

r
M  ) 
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5. Discussion 
The 2-D DT system in Equations 1-2 considers the 

Roesser model with disturbance, where input 

variables indicate the system's external inputs and the 

state variables represent system's internal state. 

 

The matrix variables X1, X2, Y1 and Y2 play an 

important role in finding controller gain. The 

YALMIP toolbox [23] can be used to determine 

whether the condition in Theorem 1 is true. 

 

In applications with considerable time delays or 

norm-bounded uncertainties, preview control can be a 

useful technique for enhancing the performance of 

DT systems. However, careful evaluation of the 

system model, measurement quality, preview horizon 

length, and control settings are necessary for preview 

control to be feasible and stable. The preview control 

problem of 2-D Rosser model has been investigated 

without disturbances in the past. The results shown in 

this paper consider the preview control problem for a 

2-D Roesser model with disturbances. The results 

validated the feasibility and stability of the above-

mentioned problem. The feedback control 

mechanism is described by Equation 35. The 1
st
 term 

compensates for tracking error, the 2
nd

 term involves 

state feedback, and the difference between the 3
rd

 and 

4
th

 terms indicates preview action based on future 

information about the desired tracking signal. The 5
th
 

term accounts for preview action considering future 

information about the exogenous disturbance, while 

the 6
th

 term addresses integral action for horizontal 

state tracking static error. 

 

Subsequently, the 7
th

 term deals with tracking error 

compensation, the 8
th

 term involves state feedback, 

and the difference between the 9
th

 and 10
th

 terms 

indicates preview action based on future information 

about the desired tracking signal. The 11
th

 term 

addresses preview action considering future 

information about the exogenous disturbance, the 12
th

 

term accounts for integral action for vertical state 

tracking static error, and the last term compensates 

for initial and final value discrepancies. 

 

Remark: As per the author’s knowledge, the 

proposed method was not used in previous literature 

for stabilizing the preview control system of 2-D 

Roesser model with disturbances. So, it is not 

possible for the authors to compare the error impacts. 

 

5.1Limitations 
The proposed method performed smoothly for the 2-

D Roesser model in the presence of disturbances. 

However, there may be some limitations of the 

proposed method in the presence of system 

uncertainties and delays. These possible limitations 

are explained as follows: 

 

Practical systems may encounter parameter 

uncertainties due to variations in their parameters, 

potentially resulting in system instability. 

Additionally, the system is affected by time delays, 

which can lead to undesirable transient responses and 

further contribute to potential instability. A complete 

list of abbreviations is shown in Appendix I. 

 

6. Conclusion and future work 
This study effectively validated the comprehensive 

utilization of preview information from the reference 

signal and disturbance signal, demonstrating the 

feasibility and stability of preview tracking control 

for 2-D DT systems. To extend preview control 

theory from 1-D systems to 2-D systems, an AE 

system was constructed. This AE system included 

state variables that not only encompassed error 

signals and preview information but also integrated a 

discrete integrator aimed at eliminating static errors. 

The controller's objective was to facilitate preview 

tracking control for 2-D systems, ensuring asymptotic 

stability. The Lyapunov method was employed to 

derive the LMI condition for achieving asymptotic 

stability in the AE system under state feedback, 

providing the basis for designing a preview 

controller. 

 

Preview control, as an approach, capitalizes on future 

reference inputs to enhance system performance. 

Future research in preview control for 2-D DT 

systems could involve developing more advanced 

algorithms for anticipating and integrating future 

inputs into the control strategy. To further improve 

the performance of 2-D DT systems, researchers 

might explore synergies between preview control and 

other methods like model predictive control. 

Additionally, research avenues include tailoring 

preview control for specific types of 2-D DT systems, 

such as those used in robotics or aerospace 

applications, or enhancing its robustness to 

uncertainty and disturbances.  
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Appendix I 
S. No. Abbreviation Description 

1 1-D One-Dimensional 

2 2-D Two-Dimensional 

3 ANN Artificial Neural Network 

4 AE Augmented Error 

5 CT Continuous-Time 

6 DT Discrete-Time 

7 FM Fornasini-Marchesini 

8 GA Genetic Algorithm 

9 IM Induction Motor 

10 LMI Linear Matrix Inequality 

11 LQ Linear Quadratic 

12 LQG Linear Quadratic Gaussian 

13 LTI Linear Time-Invariant 

14 PID Proportional Integral Derivative 

15 SDP Semi-Definite Programming 

16 YALMIP Yet Another Linear Matrix 

Inequality Parser 
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