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1.Introduction 
The IoT refers to the network of physical objects or 

"things" embedded with sensors, software, and other 

technologies that enable them to connect and exchange 

data with other devices and systems over the internet. 

These objects range from everyday items like smart 

home appliances, wearables, and vehicles, to industrial 

machinery and infrastructure. Internet of things (IoT) 

devices are typically designed to collect and share data 

with other devices or systems, often in real-time, to 

enable automated decision-making and improve 

efficiency, productivity, and convenience. For 

example, a smart thermostat in a home can collect data 

on temperature and humidity levels and adjust heating 

and cooling settings accordingly.  
 

 
*Author for correspondence 
 

At the same time, a sensor-equipped machine on a 

factory floor can monitor its performance and alert 

maintenance personnel if a problem is detected. The 

IoT can potentially revolutionise many aspects of daily 

life and business but raises concerns about data 

privacy, security, and the ethical use of personal 

information [1, 2].  Kevin Ashton claimed the IoT in 

Massachusetts institute of technology (MIT) Auto-ID 

labs in 1999 [3]. The first article on IoT in 2004 from 

MIT was called “Internet 0”. The dawning era of the 

internet has led to the vast evolution of IoT devices in 

our daily life all over the globe.   

 

Cisco predicts in an annual report of 2022 that the 

number of internet users, devices, and connections will 

increase globally between 2018 and 2023. IoT device 

growth forecasts are represented graphically in 

Figures 1(a) and 1(b). By 2023, there will be 8.0 
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billion people on the planet, up from 7.6 billion in 

2018. By 2023, 66 per cent of the population will 

utilise the Internet, up from 51 per cent in 2018. By 

2023, 71 per cent of people will use mobile devices, 

up from 66 per cent in 2018 [4]. Figure 1(a) shows the 

graphical representation of the growth comparison of 

internet users and devices between 2018 to 2023. 

Between 2018 and 2023, networked and mobile-

connected devices will expand at a compound annual 

growth rate (CAGR) of 9.8% and 8.3%, respectively. 

Globally, the number of devices per person will 

eventually rise as well. By 2023, there will be 3.6 

networked devices and connections worldwide per 

person, up from 2.4 in 2018, and there will be 1.6 

mobile-connected devices worldwide per person, up 

from 1.2 in 2018 [4]. Figure 1(b) shows the growth in 

usage of devices per capita from 2018 to 2023. 

 

 
Figure 1(a) Growth comparison of internet users and devices between 2018 to 2023 

 

 
Figure 1(b) Growth in usage of devices per capita from 2018 to 2023 

 

The drastic development of technology leads to every 

aspect of life-related to various IoT applications. IoT 

applications can be divided into three main categories: 

smart health, smart city, and smart industrial. The 

different categories include various subcategories like 

medical and health care, personal living, 

environmental monitoring, home automation, 

transportation, maritime shipping, smart metering and 

smart grid, security and emergency, critical 

infrastructure, the food supply chain, smart retail, 

agriculture and animal farming, and construction 

management [5].  Even though IoT is substantial with 
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numerous and divergent applications, it shares 

habitual factors. Most IoT applications focus on 

communications between different devices with less 

human interference and make the actions easy. So, 

gathering and keeping track of the data, exchanging 

data, automation, and collaboration are the standard 

features of IoT applications [6].  

 

All IoT applications deal with a vast amount of data; 

as a result, the users are more deliberate about the 

security of the data. From the beginning, finding out 

the presence of intrusions in the IoT was a primary 

concern. IoT intrusion detection system (IDS) is a tool 

for identifying the intrusion. IoT IDS is a security 

mechanism designed to monitor and detect 

unauthorised access or attacks on IoT devices and 

networks. An IoT IDS works by continuously 

monitoring the network traffic between devices and 

analyzing it for any suspicious activity or anomalies 

that may indicate a security breach [7]. The 

categorization of IoT IDSs is different based on 

different researchers. IoT IDS can be divided into 

different categories based on type, IDS placement 

strategies, and IDS detection method. Based on types 

of IDSs can be either host-based intrusion detection 

system (HIDS) or network-based intrusion detection 

system (NIDS). The IDS placement strategies are 

distributed, centralised and hybrid. The detection 

methods can be anomaly-based, signature-based, and 

hybrid. [8, 9]. Signature-based detection involves 

comparing network traffic against a database of known 

attack patterns, while anomaly-based detection 

involves monitoring for any unusual or unexpected 

behavior on the network [10]. The hybrid method uses 

signature-based and anomaly-based detection methods 

to identify potential security threats.  

 

An IoT IDS can help prevent security breaches and 

protect against cyber-attacks by identifying and 

responding to threats in real time. Some IoT IDS 

systems can also be configured to automatically 

respond to potential threats, such as blocking traffic 

from a specific internet protocol (IP) address or 

quarantining a compromised device from the network. 

Many traditional IoT IDS are available; by using data-

mining, statistical, payload, and rule-based methods 

[11]. The main drawback of the conventional method 

is that it has limitations in identifying new types of 

attacks. In the last few years, artificial intelligence 

(AI) advancements have played a significant role in 

growing IoT IDS. AI can be used to enhance the 

accuracy and effectiveness of these systems. Here are 

some ways AI can be used in IoT IDS: 

 Anomaly detection: AI can be trained to identify 

normal behaviour patterns for IoT devices and 

detect anomalies that could indicate a security 

breach. 

 Machine learning (ML): ML algorithms can analyse 

data from multiple sources and identify patterns that 

could indicate a security threat. 

 Predictive analytics: AI can predict potential 

security threats based on past patterns and trends. 

 Automated response: AI can trigger automated 

responses to detected security threats, such as 

blocking traffic or alerting security personnel. 

 Natural language processing (NLP): NLP can 

analyse human-generated content related to IoT 

devices, such as user reviews or social media posts, 

to identify potential security threats [1215]. 

 

Overall, AI can significantly enhance the capabilities 

of IoT IDS by providing real-time monitoring, 

accurate threat detection, and automated response 

capabilities. However, ensuring these systems are 

designed and implemented securely and responsibly is 

essential to prevent potential risks and ensure user 

privacy.  

 

Recently, most researchers have focused on ML and 

deep learning (DL) techniques in IoT IDS for better 

results. AI leads to implement the intelligence into the 

machine as it is human intelligence. ML and DL are 

subsets of AI [16, 17]. ML is a broad category of 

algorithms that enable machines to automatically learn 

patterns in data and make predictions or decisions 

based on that learning. ML models typically require 

manual feature engineering, which involves selecting 

and engineering relevant features from raw data that 

can be used to make predictions. ML models can also 

be trained with labelled and unlabeled data, although 

labelled data is generally required for supervised 

learning [18]. On the other hand, DL is a specific 

subset of ML that involves the training of artificial 

neural networks with many layers. DL models can 

automatically learn to extract relevant features from 

raw data, eliminating the need for manual feature 

engineering. DL has shown tremendous success in 

areas such as computer vision, NLP and speech 

recognition, where complex patterns in data need to be 

learned [19]. In summary, while ML and DL involve 

training models to make predictions or decisions based 

on data, DL is a more advanced and specialized form 

of ML that involves training neural networks with 

many layers to learn relevant features from raw data 

automatically. 

 

Researchers have been focused on a hybrid model for 

intrusion detection in the last few years. This paper 
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focuses on a hybrid intrusion detection technique for 

IoT based on a detection method and a combination of 

two DL techniques. IoT devices are widely used today 

in many spheres of life. As the number of IoT devices 

continues to grow, the need for effective IoT IDS 

systems will become increasingly important to ensure 

the security and integrity of these devices and the data 

they collect and transmit. The utmost priority is 

safeguarding the security and privacy of such data and 

preventing its exploitation. IDS can be used to help 

analyse the quantity and types of assaults, and with 

this knowledge, security systems can be changed, or 

more effective controls can be put in place for 

improved security.  

 

The work is motivated by the limitations of the 

conventional methods in IoT to identify the presence 

of intrusions in real-time scenarios. The objective of 

this study is to develop an intrusion detection 

technique for IoT using a DL approach to increase the 

accuracy of attack detection. With the help of a 

convolutional neural network (CNN) with long short-

term memory (LSTM), this study suggests a hybrid 

IDS for anomaly-based and signature-based 

intrusions. The proposed model is named AS-CL, 

anomaly and signature-based CNN- LSTM hybrid 

model. Four datasets—CIC-IDS2018, IoT network 

intrusion dataset, MQTT-IoT-IDS2020, and 

BoTNeTIoT-L01—were used to train and evaluate the 

hybrid model. The overall performance of the 

proposed model is assessed using accepted assessment 

metrics. 

 

Our research contributes by developing a hybrid 

model named as AS-CL IDS, focused on identifying 

anomaly-based and signature-based attacks rather than 

particular types of attacks in the IoT environment. 

Most of the hybrid models in an IoT IDS are just a 

combination of two models and perform the attack 

detection, but in the case of AS-CL IDS concentrated 

on hybrid detection method and security threats in IoT 

and is also a combination of real-time data analysis 

models CNN and LSTM. For the analysis of the AS-

CL IDS model, the latest four datasets are specially 

intended for IoT IDS. Each dataset varied the features 

randomly to verify accuracy, achieving a minimum 

accuracy of 99.81% and a maximum time of 311 

seconds for identifying attacks . The proposed model is  

well for the identification zero-day attacks. This 

research worked on several ML and DL models and 

evaluated with state-of-the-art literature for attack 

detection and identified the most accurate models for 

attack detection. This research work provides an 

improved solution to be cautious about possible 

attacks and hence helps us to take remedial 

precautions. The proposed model shows improved 

accuracy compared to the existing hybrid IoT IDS. 

Evaluated the effectiveness of the proposed model 

using relevant parameters against state-of-the-art 

literature for attack detection.  

 

The structure of the paper is outlined as follows: 

Section 2 provides the details of related work carried 

out for this paper. Section 3 covers the methodology 

and details of the proposed methods of hybrid IoT 

technique. The dataset used in this paper and different 

evaluation metrics are discussed in section 4. 

Experiments and results are discussed in section 5, and 

the conclusion and future work are discussed in 

section 6. 

 

2.Literature review 
This section proffers to the review of existing hybrid 

IoT IDS carried out by other researchers. In [20], the 

proposed hybrid IDS can handle anomaly and 

specification-based routing attacks. The researchers 

mainly focus on sinkholes, wormholes, and selective-

forwarding attacks. The clustering of the data packets 

is done by an unsupervised optimum-path forest (OPF) 

algorithm and MapReduce approaches. The proposed 

IDS was tested in the smart city environment. The 

proposed model yielded 76.91% correctness for both 

sinkhole and selective forward attacks and 96.02% for 

wormhole attacks, respectively. The main limitation of 

the work is that MapReduce architecture served as the 

foundation for the proposed anomaly detection 

strategy. The researchers themselves suggested that 

future work will incorporate data mining techniques 

and computational intelligence-based approaches to 

enhance the performance of the recommended hybrid 

IDS system. In another study presented in [21], the 

researchers have developed a hybrid model combining 

two models, advanced support vector machine 

(ASVM) and fuzzy c-means (FCM) clustering, for 

anomaly detection. The proposed model was tested 

with the NSL KDD dataset and compared with the 

other two hybrid methods. The result shows a better 

detection rate of 99% rather than other methods. The 

drawback is that the model focused only on the binary 

classification of the attacks. 

The anomaly-based hybrid model presented in [22] 

consists of a combination of four ML algorithms. The 

testing of the model used real-time routing-specific 

attacks in the form of PCAP files and performed data 

pre-processing and feature extraction. The results 

showed that the average accuracy of the model is 

98.70%. The proposed model outperforms only the 

known attacks. Another work explained in [23] 
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proposed a hybrid model based on IDS placement for 

signature-based intrusion detection. Using the Cooja 

simulator, these researchers focused on two variants of 

denial of service (DoS) attacks. Even though the result 

showed the ability to reduce the false-positive rate of 

attack detection, the number of different attacks is 

much less.  

 

Nowadays, the number of IoT devices is increasing, 

and the amount of data is rising. Most researchers have 

worked on DL techniques for the hybrid IDS for better 

results in recent years. In [24], proposed DL models 

were tested using the most recent CICIDS2017 

datasets for distributed denial of service (DDoS) attack 

detection, which provided the most incredible 

accuracy of 97.16%. Additionally, proposed models 

were compared to ML methods. The use of DL 

algorithms for IoT cyber security is also subject to 

open research difficulties listed in this study. The 

proposed CNN-LSTM model specifically for DDoS 

attack detection was the major limitation. In another 

study, the authors proposed a hybrid model [25]. This 

study presents an enhanced genetic algorithm (GA) 

and deep belief network (DBN)-based intrusion 

detection model. For the intrusion detection model 

based on the DBN to attain a high detection rate with 

a small structure, facing various forms of attacks, the 

optimal number of hidden layers and neurons in each 

layer are created adaptively by numerous iterations of 

the GA. Finally, the model and methods were 

simulated and evaluated using the NSL KDD dataset. 

The experimental findings demonstrate that 

combining the improved intrusion detection model 

with DBN can significantly increase the rate at which 

intrusion threats are recognised while lowering the 

complexity of the neural network's structure. Another 

study explained in [26] a hybrid model both in model 

and detection methods. The researchers suggested 

convolutional-LSTM for anomaly-based and misuse-

based attacks. The proposed model was tested with 

only the ISCX-UNB dataset was considered the main 

limitation.  In [27], researchers proposed a hybrid 

model using the IoT-Bot dataset for the IoT. The 

presented model results show that the model has high 

accuracy and a low false alarm rate for both known 

and zero-day attacks. But the proposed model was 

tested with only the NSL KDD dataset.  

 

In [28], the researchers proposed a two-stage 

hierarchical network intrusion detection approach 

(H2ID) using a multimodal autoencoder with soft 

output classifier and validated it with the BoT-IoT 

dataset. The result shows proposed M2-DAE was 

acquired better for simple anomaly detection, and the 

main drawback was that the proposed model was 

suitable for a particular dataset. In a novel hybrid 

intrusion detection presented in [29], the researchers 

implemented a hybrid model by combining two DL 

algorithms gated recurrent neural network (GRNN) 

and light convolutional neural network (LCNN) to 

gain accuracy with a minimum time overhead. With a 

cloud-based IoT network, no clustering-based 

anomaly detection was the major limitation of the 

work. Another method explained in [30] is a hybrid 

model that yielded 98% accuracy and was validated 

and compared with the recurrent neural network 

(RNN) model. The proposed model was focused on 

the binary classification of the attacks.  

 

A hybrid intrusion detection method is explained in 

[31] for anomaly-based attacks. The proposed IDS 

was a combination of CNN and gated recurrent unit  

(GRU) evaluated with different datasets using 

accuracy, precision, and recall as the evaluation 

metrics. However, the proposed model is unable to 

identify the novel attacks. Another recent study 

presented in [32] hybrid model with deep random 

neural network (DRaNN) and multi-layer perceptron 

(MLP) identified 16 types of cyberattacks. The result 

has shown that the proposed model achieved high 

accuracy for both datasets. The researchers were done 

a comparison of performance metrics with other 

revolutionary DL models. Sahu et al. [33] proposed 

identifying malicious in IoT using the CNN-LSTM 

model. The dataset was used for the evaluation of 

twenty Raspberry Pi malicious devices. Researchers 

implemented it in a real-time environment in this 

experiment and compared other DL models. Another 

study proposed in [34] a hybrid model for signature 

and anomaly-based attacks with three stages: traffic 

filtering, pre-processing, and hybrid IDS. Even though 

the proposed model gives better results, the model 

tested with only one dataset.  

 

In [35], a hybrid method with ML and DL algorithms 

was proposed and achieved 99% accuracy—the model 

test with four different datasets. The main limitation 

was that the datasets were not specific to IoT 

intrusions. Another method explained in [36] proposed 

a combination of auto-encoder (AE), and LSTM 

achieved 98% accuracy for the binary classification of 

the NSL KDD dataset. Another method proposed a 

hybrid model [37] AE-LSTM model with NSL-KDD 

dataset with 89%. The proposed model focused only 

the anomaly detection. The work explained in [38] is 

a hybrid model for the detection of DDoS attacks by 

using the CNN-LSTM model. The model yielded 

99.2% accuracy. The limitation of the model is the 
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lack of architecture from serial to parallel and voting 

technology. Another work in [39] proposed a CNN-

LSTM hybrid model for the industrial IoT (IIoT) with 

two datasets. Even though the model achieved 92.8 %, 

researchers needed more synthetic data. In [40], they 

proposed a CNN-LSTM model to detect android 

malware. The results showed 95% accuracy, but the 

paper lacks the time sequence consequences of the 

observed behaviors in a dynamic analysis paradigm 

approach. Another study was carried out in [41] using 

LSTM and AE for intrusion detection. The model 

acquired 99.1 % accuracy but could not identify 

modern attacks.  

 

In summary, although various researchers proposed 

many hybrid models, they tried to combine any two 

models and focused on the known attacks. Also, the 

proposed model is trained and tested with one dataset, 

outperforming better accuracy only for that particular 

dataset. Few researchers worked on hybrid methods 

based on IoT IDS detection methods. Some other 

works even used the hybrid methods but gave better 

accuracy for the binary classification. Another notable 

drawback of the existing models is that most 

researchers used common network intrusion datasets, 

not specifically IoT-related datasets. From the 

inferences of the literature review, to overcome the 

drawbacks of the existing model, the proposed model 

focuses on a hybrid intrusion detection technique for 

IoT. The proposed hybrid model uses a combination 

of the CNN-LSTM algorithm and a hybrid detection 

method of attack, both signature- and anomaly-based 

attacks. The model was tested with four recent datasets 

specific to IoT attacks. Even though randomly 

reducing the number of features in each dataset, the 

proposed model achieved better accuracy than existing 

models. 

  

3.Methods 
This section gives an idea of the methodology and 

structure of the proposed hybrid model. This proposed 

model combines two DL models, CNN-LSTM, to 

discover two kinds of attacks: anomaly-based and 

signature-based-the entire methodology of the 

proposed model is shown in Figure 2. The 

methodology includes data pre-processing, model 

training and testing and result evaluation regarding the 

accuracy, precision, recall and f1 score. 

 

 
Figure 2 Overview of the proposed methodology 

 

3.1Data pre-processing  

Data pre-processing is an inevitable step before 

feeding the data into the model. Data pre-processing 

transforms raw data into an understandable format 

before providing the data. First, check whether the 

dataset files are in comma separated value (CSV) 

format in this process. Some datasets are in the PCAP 

file; such files are converted into CSV format using 
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Python. Most of the datasets are in several CSV files; 

after transforming them into CSV files, first appending 

all the available datasets into a single dataset. In the 

dataset performed, data pre-processing and data 

cleaning were performed. In the standardisation of 

column names, checked whether commas, infinity, 

null values, and any other special characters exist and 

removed such values and then generated the 

description of all the columns with count, mean, 

standard deviation, minimum values, 25%, 50%, 75%, 

and maximum values. Here, zeros replaced all the null 

values and generated the dataset head details. The next 

focus was on exploratory data analysis (EDA). It is a 

method to analyse data and frequently summarise its 

characteristics through the visual approach. To find 

out the highly correlated data generated pair plots of 

highly correlated data. Using the principal component 

analysis (PCA) method to remove the highly 

correlated data, standardisation and label encoding of 

the data were done subsequently. The entire datasets 

are split into 80/20 ratios as train and test datasets. 

 

3.2Model training and testing 

The current proposed model is trained and tested with 

the CNN-LSTM DL algorithm. The CNN-LSTM 

architecture is a DL model that CNNs and LSTM 

networks. The CNN component of the architecture is 

used for feature extraction, which is the process of 

identifying basic patterns and features in the input 

data. CNNs are particularly effective at identifying 

spatial patterns in images and other data types with a 

grid-like structure. In the context of the CNN-LSTM 

architecture, the CNN is typically applied to input data 

as two-dimensional matrices or three-dimensional 

tensors [42].  

 

The output of the CNN is then fed into the LSTM 

component of the architecture. LSTM networks are a 

type of RNN well-suited for modelling sequential 

data. They are particularly effective at handling long-

term dependencies often present in sequential data. In 

the CNN-LSTM architecture, the LSTM component is 

used to process the feature maps generated by the 

CNN. The LSTM can learn the temporal dependencies 

between the different feature maps, which can be 

important for understanding the context of the input 

data. The CNN-LSTM architecture is a powerful DL 

well suited for processing sequential data. By 

combining the strengths of CNNs and LSTMs, this 

architecture can extract features and model long-term 

dependencies in the input data [43]. 

 

Here is an overview of the layers in a typical CNN-

LSTM architecture: 

1. Convolutional Layers: The first few layers of the 

network are usually convolutional layers that 

extract features from the input data. The input to the 

network is typically an image, video frame, or 

sequence of audio signals. The convolutional layers 

use filters to scan the input data and produce feature 

maps that capture different input aspects. 

2. Pooling Layers: After each convolutional layer, a 

pooling layer is often used to down sample the 

feature maps and reduce the dimensionality of the 

data. Max pooling is a common pooling operation 

that takes the maximum value in each local region 

of the feature map. 

3. LSTM Layers: The output of the convolutional and 

pooling layers is fed into a set of LSTM layers. 

LSTM layers are a type of RNN that can process 

sequential data and capture long-term 

dependencies. The LSTM layers learn temporal 

patterns in the input data and generate a fixed-

length feature vector summarising the input 

sequence. 

4. Fully Connected Layers: The output of the LSTM 

layers is then passed through one or more fully 

connected layers, which transform the feature 

vector into the desired output format [4446]. 

 

The mathematical formulation for a CNN-LSTM 

model can be expressed as follows: Let x be the input 

sequence of length T, where x_t is the t-th element of 

the sequence, and y be the output sequence of length 

T, where y_t is the t-th element of the sequence. First, 

the input sequence is fed into the CNN layers to extract 

relevant features from the input data. Let f(x_t) be the 

feature vector for the t-th input element, obtained after 

passing it through the CNN layers. Next, the feature 

vectors are fed into the LSTM layers to capture the 

temporal dependencies in the input sequence.  

Equation 1, the output of the LSTM layers at time t, 

denoted as h_t, is calculated as follows: 

h_t = LSTM(f(x_t), h_{t-1})  (1) 

 

Where LSTM is the LSTM function, f(x_t) is the 

feature vector at time t, and h_{t-1} is the output of the 

LSTM layer at the previous time step. Equation 2, the 

output sequence is obtained by passing the LSTM 

outputs through a fully connected layer: 

y_t = W_h h_t + b   (2) 

 

Where W_h is the weight matrix, and b is the bias 

vector of the fully connected layer. The CNN-LSTM 

model can be trained end-to-end using back 

propagation through time (BPTT) to optimise the 

model parameters, including the CNN filters, LSTM 

weights, and fully connected layer weights. 
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In the proposed model, improving the detection 

accuracy has reduced the number of false positives  

(FP). After various experiments discovered the best 

parametric values, it has 10 epochs with 10 batch sizes. 

The model consists of convolution and LSTM layers 

with two max pooling layers, dense and dropout 

layers. The number of neurons varies in each layer, 

and used Adam optimiser in the input layer and 

dropout layer. The activation functions are ReLu for 

the input and Softmax for the output layer. For the 

measurement of the loss function used, Categorical 

Cross- Entropy. The complete description training and 

testing model is given in Table 1. The Keras Python 

framework with TensorFlow as a backend to 

implement the proposed model. The graphical 

processing unit (GPU) is further used to reduce 

performance lagging. 

 

Table 1Overall description of the proposed model 
Proposed 

algorithm 

Layers Kernel/ 

neurons 

Optimizer Activation 

function 

Loss 

function 

Epochs Batch 

size 

 
 

 

CNN-LSTM 

Conv (128,64,32) Adam ReLU Categorical 
Cross-Entropy 

10 10 

Max 

Pooling 

02 Adam 

 

Softmax 

LSTM (128,64,32) 

Dense 72 

Dense 128 

Dropout 0.1 

Output 10 

 

3.3Dataset 

From the literature review, it's evident that researchers 

have utilized various publicly available datasets. 

Similarly, this paper employs four recently released 

datasets that are publicly accessible. The datasets are 

CIC IDS 2018, IoT Network Intrusion Dataset, 

MQTT-IoT-IDS2020, and BoTNeTIoT-L01. 
3.3.1CIC IDS 2018 

The researchers utilized a publicly available dataset 

developed through a collaborative project between the 

Community Security Establishment (CSE) and the 

Canadian Institute of Cybersecurity (CIC). They 

employed a specific network topology for attack 

generation and conducted attacks from one or more 

external machines outside the target network. The 

dataset has collected over ten days and contained 

16,000,000 instances. The framework includes 50 

computers, and the attacking environment has five 

sections, 30 servers and 420 PCs as terminals. The 

entire dataset has available in two formats CSV and 

PCAP files. The CSV files are suitable for AI 

implementation, and PCAP files are helpful for the 

extraction of new features. CICFlowMeter-V3 was 

used for the extraction of PCAP files. The dataset 

contains seven categories of attacks with 80 features 

extracted from PCAP files [47, 48]. The dataset 

comprises seven attacks. The attack categories are 

shown in Figure 3. 

 
Figure 3 Attack categories of CIC IDS 2018 

 
3.3.2IoT network intrusion dataset 

The dataset was released on 27th September 2019 for 

academic purposes from the IoT environments. The 

attack taxonomy of the IoT network intrusion dataset 

is shown in Figure 4.  
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Figure 4 Classification of IoT network intrusion dataset 

 

The dataset contains 42 raw network packet files 

(PCAP) with different network attacks in IoT. Two 

typical smart home devices, SKT NUGU (NU 100) 

and EZVIZ Wi-Fi Camera (C2C Mini O Plus 1080P), 

were used to create attack environments, including 

laptops or smartphones in the same wireless network. 

The packet capturing is done by monitoring the mode 

of the wireless network adaptor and wireless headers 

removed by Aircrack-ng. While simulating the 

attacks, the Nmap tool captured all the attack packets 

except the Mirai Botnet category. In the Mirai Botnet 

attack, all the attack packets were generated by laptops 

and manipulated, and it seemed as if IoT devices 

generated them. The entire dataset contains 42 PCAP 

files. The data was presented publicly in IEEE 

Dataport at https://doi.org/10.227/q70p-q449 [49]. 

The dataset includes four attacks and eight 

subcategories rather than Benign (normal) traffic. The 

PCAP conversion has been carried out using Python 

and consists of 83 features.  
3.3.3MQTT-IoT-IDS2020 

It is a publicly available dataset generated by MQTT 

sensors simulation. The simulation framework 

contains twelve sensors, a broker, a simulated camera, 

and an attacker. The dataset was released on 23rd June 

2020 and is publically available in PCAP and CSV 

formats in IEEE Dataport [50]. The researchers 

created five traffic flows from the simulated attack 

scenario, including regular traffic and four attack 

types. The dataset has included five pcap files, such as 

regular. pcap, sparta.pcap, scan_A.pcap, 

mqtt_bruteforce.pcap and scan_sU.pcap. The files 

contain normal, Sparta SSH brute-force, aggressive 

scan, MQTT brute-force, and user datagram protocol 

(UDP) scan. The features are extracted from each 

PCAP file, such as packet features, unidirectional flow 

features, and bidirectional flow features [50].   Figure 

5 shows the overview of the MQTT IoT IDS 2020 

dataset. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 MQTT IoT IDS 2020 dataset classification 
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3.3.4BoTNeTIoT-L01 

This is the most recent dataset released on 28th April 

2021 and accessed publicly from the University of 

New South Wales (UNSW) Sydney website. The 

dataset created by nine IoT devices traffic was sniffed 

using a central switch using Wireshark from the local 

network. The dataset includes two Botnet attacks: 

Mirai and Gafgyt, and their subcategories. The overall 

view of the dataset has shown in the figure. The dataset 

contains 23 statistically engineered features extracted 

from .PCAP files [51, 52]. Figure 6 shows the 

overview of the BoTNeTIoT-L01 dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 Overview of BoTNeTIoT-L01 dataset 

 
3.3.5 Evaluation metrics 

Accuracy, precision, recall, and F1 score are all 

metrics used to evaluate the performance of a 

classification model. To calculate the evaluation 

metrics, the need to identify true pos itive (TP), true 

negative (TN), FP, and false negative required (FN) 

[41, 42, 44, 53]. TP attacks in the dataset are correctly 

predicted as an attack, while TN is the regular traffic 

rightly expected as normal traffic. FP are that routine 

traffic requests are incorrectly predicted as attacks, 

while FN attacks are incorrectly predicted as regular 

traffic. Accuracy is the most straightforward metric for 

classification models; it measures the proportion of 

correctly predicted labels, both TPs and TNs, out of all 

the samples in the dataset.  Precision measures the 

proportion of TP predictions out of all the positive 

predictions made by the model. A high precision score 

indicates that the model has a low FP rate and correctly 

identifies positive samples. Recall measures the 

proportion of TP predictions from all the actual 

positive samples in the dataset. A high recall score 

indicates that the model has a low FN rate and 

correctly identifies all positive samples. The F1 score 

combines precision and recall, providing a single 

measure of the model's performance. A high F1 score 

indicates that the model has a good balance between 

precision and recall, which means it correctly 

identifies both positive and negative samples. While 

accuracy measures the model’s overall performance, 

precision, recall, and F1 score provide more specific 

insights into the model's ability to identify positive 

samples correctly. The Equations from 3 to 6 are the 

mathematical formulation of these metrics. 

Accuracy =
TP +TN

TP+TN+FP +FN
   (3) 

Precision =
TP

TP+FP
   (4) 

Recall =
TP

TP+FN
    (5) 
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F1 Score = 2 ×
Precision ×Recall

Precision+Recall
  (6) 

 

4. Results  
This section discusses the results and discussion. The 

standard evaluation metrics such as accuracy, 

precision, recall and F1 score are used to attain the 

model's performance. The proposed model was 

evaluated with four IoT datasets: CIC IDS 2018, IoT 

network intrusion dataset, MQTT-IoT-IDS2020, and 

BoTNeTIoT-L01. Each dataset has a different number 

of features. To evaluate the model performance, we 

have done the reduction of features. In DL the model 

often performs feature selection automatically during 

the training process. The model learns to extract 

relevant features from the raw input data and use them 

to make accurate predictions. This is one of the critical 

advantages of DL as it can handle high-dimensional 

and complex data without manual feature engineering. 

The minimum of features in all four IoT datasets is ten.  

The feature reduction aims to reduce the 

computational complexity and identify the model’s 

accuracy if the model has the minimum number of 

features. Figures 7 to 10 below show different dataset 

results with a reduction of several features.  

Figure 7 shows the result of the CIC IDS 2018 dataset. 

The entire dataset has 80 features, reduced to 75 by 

removing highly correlated data using PCA and the 

dataset reduced into 50, 30 and 10 randomly. This 

dataset with 75 features acquired an accuracy of 

99.89%, a precision of 99.86%, a recall of 99.78%, and 

an f1 score of 99.81%. When reduced into 50 features, 

accuracy is 99.86%, precision 99.85%, recall 99.68%, 

and f1 score 99.76%. The dataset was reduced into 30 

with an accuracy of 99.84%, precision of 99.84%, 

recall of 99.64% and f1 score of 99.73% and with 10 

features yielded accuracy, precision, and recall and f1 

score of 99.83%, 99.82%, 99.60%, and 99.70% 

respectively. 

 

 
Figure 7 Results of IoT network intrusion dataset 

 

Figure 8 demonstrates the values of evaluation metrics 

of the IoT network intrusion dataset. The total number 

of features of the dataset was 83. This total number of 

features is reduced to 80, 45, 20, and 10, and in the 

case of 80 features, obtained 99.84% accuracy, 

99.88% precision, 99.82% recall and 99.89% F1 score. 

While reducing to 45 features resulted in an accuracy 

of 99.81%, precision of 99.83, recall of 99.80%, and 

99.81% F1 score. Considering 20 features gained an 

accuracy of 99.80%, precision of 99.82%, recall of 

99.75%, and F1 score of 99.78%. The dataset yielded 

99.87

99.85
99.84

99.81

99.88

99.83
99.82

99.8

99.82

99.8

99.75

99.71

99.84

99.81

99.78

99.75

99.6

99.65

99.7

99.75

99.8

99.85

99.9

80 45 20 10

P
e

rc
e

n
ta

n
g
e

Number of features

IoT network intrusion dataset

Accuracy Precision Recall F1 Score



International Journal of Advanced Technology and Engineering Exploration, Vol 10(109)                                                                                                             

1633          

 

99.80% accuracy, 99.79% precision, 99.70% recall, 

and 99.74% F1 score for the 10 features. 

 

Figure 9 gives the details of the MQTT IoT IDS2020 

dataset. The total number of features is 30. After that, 

the model was trained and tested with full features, 

reduced to 10. When tested with 30 features resulted 

in 99.88% accuracy, 99.90% precision, 99.64% recall, 

and 99.76% F1 score—at the same time, considering 

10 features acquired 99.86% accuracy, 99.87% 

precision, 99.55% recall, and 99.70% F1 score. 

 

 
Figure 8 Results of IoT network intrusion dataset 

 

 
Figure 9 Results of MQTT IoT IDS dataset 

 

Figure 10 illustrates the BoTNeTIoT-L01 dataset with 

a total number of features are 23 after that, reduced to 

10. This is the smallest dataset based on the number of 

features. The dataset with 23 features yielded 99.86% 
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accuracy, 99.87% precision, 99.80% recall, and 

99.83% F1 score. When the dataset has 10 features 

obtained, accuracy is 99.85%, precision 99.85%, recall 

99.79%, and F1 score 99.81%. 

 

 
Figure 10 The values of the BoTNeTIoT-L01 dataset 

 

5. Discussion 
The effectiveness of the proposed AS-CL approach 

using relevant parameters against state-of-the-art 

literature for attack detection is shown in Table 2. It 

shows that the proposed model acquired higher 

accuracy than other alternative models. In this 

comparison, Table 2 gives a detailed review of the last 

five years carried out in IoT IDS. The table specifies 

the year, references to the work, algorithms used for 

the implementation, types of detection methods, name 

of the dataset used, number of features in each dataset, 

and the accuracy of the model. The main highlights of 

the model are: 

 This research focused on identifying anomaly-

based and signature-based attacks rather than 

particular types of attacks in the IoT environment. 

 Most of the hybrid models in an IoT IDS are just a 

combination of two models and perform the attack 

detection, but in the case of AS-CL IDS 

concentrated on hybrid detection method and 

security threats in IoT and is also a combination of 

real-time data analysis models CNN and LSTM. 

 For the analysis of the AS-CL IDS model the latest 

four datasets specially intended for IoT IDS. Each 

dataset varied the features randomly to check for 

accuracy and obtained a minimum accuracy of 

99.81% and a maximum time of 311Secs for the 

identification attacks. 

 The proposed model is well for the identification 

zero-day attacks. 

 This research, worked on several ML and DL model 

and evaluated with state-of-the-art literature for 

attack detection and identified most accurate 

models for attack detection. 

 This research work provides an improved solution 

to be cautious about the possible attacks and hence 

helps us to take remedial precautions. 

 The proposed model shows improved accuracy 

compared to the existing hybrid IoT IDS. Evaluated 

the effectiveness of the proposed model using 

relevant parameters against state-of-the-art 

literature for attack detection. 

 

While the proposed model surpassed state-of-the-art 

counterparts in the literature, it has its limitations. It 

was tested with the four most recent datasets and 

achieved better accuracy. Future studies could 

incorporate real-time data. The proposed hybrid 

model, which currently utilizes CNN-LSTM, could be 

enhanced by integrating the advantages of FCRNN 

and modified CRNN in future iterations. 

 

A complete list of abbreviations is shown in Appendix 

I. 
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Table 2 Comparison of the proposed model with the existing models  
S. No. Year References Algorithm Detection method Features Dataset Accuracy 

1 2019 [26]       Spark ML + Conv-

LSTM 

* 8  ISCX-UNB 97.29% 

2 2019 [25]      GA + DBN * 41 NSL KDD ≅ 99.00% 
3 2019 [24]      CNN + LSTM Signature-based ** CIC IDS2017 97.16% 

4 2020 [29]      LCNN + GRNN * 41 NSL KDD ≅ 90.00% 

5 2020 [30]      CNN + LSTM * ** UNSW-NB15 98.60% 

 

6 

 

2020 

 

[54]      

 

CNN + LSTM 

 

* 

 

** 

KF-ISAC(Real-

time) 

98.07% 

CSIC-2010 91.54% 

CICIDS 2017 93.00% 

7 2020 [55]       LSTM + D_MCTS-T * 80 CICIDS 2017 81.23% 

8 2020 [56]       CNN + LSTM * 80 CICIDS 2017 98.67% 

9 2021 [34]       LightNet + Deep Q-

learning 

Anomaly and 

Signature-based 

41 NSL KDD 96.90% 

10 2021 [33]        CNN + LSTM Signature-based ** Self-generated 96.00% 

11 2021 [32]         DRaNN + MLP * 13 DS2OS dataset 98.00% 

49 UNSW-NB15 99.00% 

12 2021 [57]        CAE+OCSVM * 41 NSL KDD 91.58% 

 

13 

 

 

 

 

2021 

 

[31]         

 

CNN + GRU 

 

Anomaly-based 

 

** 

 

BoT IoT 99.92% 

IoT Network 

intrusion 

96.77% 

MQTT-IoT-

IDS2020 

99.91% 

IoT-23 99.88% 

14 2022 [36]         AE + LSTM * 41 NSL KDD 98.88% 

15 2022 [37]     AE + LSTM * ** NSL KDD 89.00% 

16 2021 [57]     RTIDS * 81 CICIDS 2017 99.35% 

87 CIC DDoS2019 98.58% 

17 2022 [58]        CNN + LSTM * 41 KDD CUP’99 99.95% 

41 NSL KDD 99.53% 

18 2022 [59]        Recurrent DL * 41 KDD CUP’99 99.00% 

49 UNSW-NB15 99.00% 

19 WSN-DS 98.00% 

81 CICIDS 2017 99.00% 

19 2023 [38]       CNN + LSTM Signature-based 41 NSL KDD 99.20% 

20 2023 [39]        CNN + LSTM * 49 UNSW-NB15 92.90% 

68 X-IIoTID 99.80% 

21 2023 [42]     CNN + RNN * 83 CSE-CIC-

IDS2018 

98.84% 

CNN + LSTM * 83 CSE-CIC-

IDS2018 

98.85% 

22 2019 [41]         LSTM + AE * 81 CICIDS 2017 99.99% 

76 CSE-CICIDS 

2018 

99.10% 

23 2023 [40]        CNN + LSTM * ** Self-generated 95.30% 

 
 

 

24 

 
 

 

This 

Paper 

 
 

 

 

*** 

 
 

 

 

CNN + LSTM 

 
 

 

 

Anomaly and 

Signature-based 

75 CICIDS 2018 99.89% 

50 CICIDS 2018 99.86% 

30 CICIDS 2018 99.84% 

10 CICIDS 2018 99.83% 

80 IoT Network 

Intrusion 

99.87% 

45 IoT Network 

Intrusion 

99.85% 

20 IoT Network 

Intrusion 

99.84% 

10 IoT Network 99.81% 
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S. No. Year References Algorithm Detection method Features Dataset Accuracy 

Intrusion 

30 MQTT IoT 
IDS2020 

99.88% 

10 MQTT IoT 

IDS2020 

99.86% 

23 BoTNetIoT-L01 99.86% 

10 BoTNetIoT-L01 99.85 

* Detection method is not specified, ** The number of features is not specified, *** References to this paper 
 

6. Conclusion and future work 
The rapid escalation of massive IoT applications has 

significantly impacted modern society. The foremost 

concern regarding these applications is security, 

particularly due to the enormous volume of data 

generated every second and its utilization. These 

applications are susceptible to a range of attacks, 

potentially leading to catastrophic outcomes if not pre-

emptively managed and controlled. As the IoT domain 

expands, concerns about data security threats grow 

exponentially due to factors like device vulnerability 

to malware, denial-of-service attacks, and intrusion 

attempts. To avert such incidents, more robust 

precautions are necessary, urging system developers 

and IoT device manufacturers to refine their security 

mitigation strategies. Recognizing and addressing all 

potential threats and vulnerabilities specific to IoT 

infrastructures is crucial. There is a pressing need for 

extensive research on security attacks to mitigate 

potential dangers. Identified security challenges must 

be addressed to prevent them effectively. Future 

research should focus on addressing security 

challenges in IoT-based environments, enhancing the 

reliability of IoT applications for both suppliers and 

consumers. In this context, AI plays a pivotal role. AI 

facilitates the integration of machine intelligence, akin 

to human intelligence. ML and DL, as subsets of AI, 

offer distinct advantages. ML is suited for small data 

with feature engineering, training, and validation 

processes, while DL can automate feature extraction 

and overcome many limitations of ML. Recent 

research has been focusing on a hybrid approach to 

intrusion detection, combining two DL techniques 

with a detection method for a robust solution. Given 

the vast connectivity and heterogeneity of IoT devices, 

which generate large amounts of data and various 

cyber threats, security must be the primary focus. The 

proposed model in this research centers on a hybrid 

IDS with a DL method. Unlike other models that 

combine two DL models, this one adopts a hybrid 

detection method specifically for IoT intrusion 

detection. Beyond model creation and 

implementation, this work involves data preprocessing 

and analysis using various methods. It includes 

working with different datasets and reducing the 

number of features in each dataset. Looking forward, 

the research anticipates the use of real-time datasets 

and the strategic placement of IoT IDS for further 

implementation and enhancement. 
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Appendix I 

S. No. Abbreviation Description 
1 AE Auto-Encoder 

2 AI Artificial Intelligence 

3 AS-CL IDS Anomaly and Signature-based 
CNN-LSTM Intrusion Detection 
System 

4 ASVM Advanced Support Vector Machine 

5 BPTT Back Propagation Through Time 

6 CAE Convolutional Auto-Encoder   

7 CAGR Compound Annual Growth Rate 

8 CIC Canadian Institute of Cybersecurity  

9 CNN Convolutional Neural Network 

10 CNN-LSTM Convolutional Neural Network – 
Long Short Term Memory 

11 Conv-LSTM Convolutional - LSTM 

12 CSV Comma Separated Value 

13 CSE Community Security 
Establishment  

14 DBN Deep Belief Network 

15 DRaNN Deep Random Neural Network 

16 DL Deep Learning 

17 DoS Denial of Service  

18 DDoS Distributed Denial of Service 

19 EDA Exploratory Data Analysis 

20 FCM Fuzzy C-Means  
21 FN False Negative 

22 FP False Positive 

23 GA Genetic Algorithm  
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24 GPU Graphical Processing Unit  

25 GRNN Gated Recurrent Neural Network 

26 GRU Gated Recurrent Unit  
27 HIDS Host-based Intrusion Detection 

System 

28 H2ID Two-stage Hierarchical Network 
Intrusion Detection Approach   

29 IDS Intrusion Detection System 

30 IIoT  Industrial IoT  

31 IP Internet Protocol 

32 IoT  Internet of Things 

33 LCNN Light Convolutional Neural 
Network 

34 LSTM Long Short-Term Memory 

35 MIT  Massachusetts Institute of 
Technology 

36 ML Machine Learning 

37 MLP Multi-Layer Perceptron 

38 NIDS Network-based Intrusion Detection 
System 

39 NLP Natural Language Processing 

40 OPF Optimum-Path Forest  

41 PCA Principal Component Analysis 

42 RNN Recurrent Neural Network 

43 TN True Negative 

44 TP True Positive 

45 UDP User Datagram Protocol 

46 UNSW University of New South Wales 

 


