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1.Introduction 
The business of any enterprises is highly contingent 

upon their consumers. Understanding how the 

customers perform with the enterprises business is 

crucial one. Since the firm’s business profit is based 

upon the customer satisfaction. To comprehend how 

the customer relationship with enterprises business 

can be analysed using the customer churn prediction 

(CCP). The term customer churn refers to frequency 

at which the client cease doing the business with the 

enterprises [1].  
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The customer churn can be measured using no 

product purchased during the time of interval by the 

consumer. Customer churn is significant issue in any 

enterprises around the globe. 

 

Due to numerous factors contributing to customer 

churn, enterprises often face adverse effects, 

including revenue loss and the need to invest 

significant resources in acquiring new customers. The 

primary causes of customer churn include: 

 Attracting the wrong customers. 

 Mismatch between product offerings and 

customer needs. 

Research Article 

Abstract  
The customer is a vital and integral component of all organizations worldwide. The success of any business hinges on its 

ability to engage customers effectively in terms of the products or services offered. Research into customer churn is a 

critical element in the operations of any enterprise. Customer churn prediction (CCP) helps to understand customer 

interactions with a business and often to identify when customers are likely to cease doing business with the company. In 

this study, Machine Learning (ML) algorithms are utilized for effective CCP. This study considers various supervised 

learning models, as the dataset used is labeled. The ML models employed include logistic regression (LR), k-nearest 

neighbors (k-NN), decision tree (DT), random forest (RF), XGBoost (XGB), light gradient boosting machine 

(LightGBM), and CatBoost. The ML model is applied to a dataset of customer churn sourced from the Kaggle repository. 

The results of the experiments are evaluated using several validity metrics, such as accuracy, recall, precision, area under 

the curve (AUC), and F1-score. The experimental data reveal that LR excels in terms of recall (0.5275) and accuracy 

(0.581), while the CatBoost model leads in AUC (0.8415), precision (0.6564), and F1-score (0.581). Moreover, LightGBM 

achieves results close to those of LR and CatBoost. The research findings indicate that the use of ML contributes to the 

prediction of customer churn. Additionally, the experimental results suggest that LR, CatBoost, and LightGBM 

outperform other ML models. Utilizing this knowledge, enterprises can develop more effective strategies for customer 

retention and enhance their business's financial performance.  
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 Failure to achieve expected outcomes from 

customers. 

 Lack of customer engagement. 

 Absence of proactive support. 

 

The enterprises can surmount the issue by devising 

new design strategies to enhance the customer 

attrition, business model and profitability. By 

overcoming the customer churn the enterprises can 

increase the sales & revenue and lower the customer 

lifetime value (CLV) with the enterprises [2]. CLV 

refers to how long the client remain active with any 

enterprises business.   

 

Each enterprise should conduct the customer churn 

owing to:  

comprehend the no of discontinued customers- 

here grasp the reason why the consumer cease doing 

the business with the enterprise. What are the faults 

with the enterprises and why the consumers migrate 

out first we have to comprehend [3]. 

Expenses in acquiring customers-By Minimizing 

the customer churn the enterprises can reduce the 

resource allocation to acquire new customers. By this 

the enterprises cost can be reduced and greater 

service can be given. 

Customer lifecycle value–Comprehending the 

customer churn the enterprises can enhance the 

customer lifecycle value with the firms. The CLV 

refers to how long the client remain active with any 

enterprises business. 

Better enterprises functioning- By understanding 

customer attrition, we can get the insights about the 

customer and further using this information to 

enhance the customer value with the enterprises. To 

conduct efficient customer churn the use of machine 

learning (ML) algorithm is contemplated.  ML is 

classified into three categories, and a ML technique is 

considered and employed contingent on the dataset 

and challenge [4, 5]. In this study various supervised 

learning models are considered, Since the dataset 

employed are labelled one. Logistic regression (LR), 

k-nearest neighbours (k-NN), decision trees (DT), 

random forest (RF), XGBoost (XGB), light gradient 

boosting machine (LightGBM), and CatBoost are the 

ML models used. The ML model is applied to a 

dataset of customer churn obtained from the Kaggle 

repository. The results of the investigations are 

recorded using several validity metrics such as 

accuracy, recall, precision, area under curve (AUC), 

and F1-score. Finally, the model that produces the 

greatest results is shown and predicted. By figuring 

out which customers are most likely to depart, ML 

models help businesses take steps to keep customers 

from fleeing. This could mean offering focused 

bargains, making customer service better, or giving 

consumers personalised suggestions to keep them as 

customers. Overall, ML models are used to predict 

customer loss because they can study large and 

complicated datasets, learn from past data, get more 

accurate over time, and enable effective actions to 

stop customers from fleeing. By using these models, 

companies can increase the number of consumers 

they retain, bring in more money, and make their 

customers more loyal. 

 

The following compelling causes prompted this 

research: 

Business value: Customer turnover is important for 

many industries. A company's revenue and 

profitability depend on understanding and reducing 

customer attrition. This research is driven by the goal 

to help organizations overcome this massive 

impediment and improve their financial health. 

 

Economic impact high customer churn reduces 

revenue, client acquisition costs, and CLV. 

Businesses have a financial incentive to understand 

churn and reduce it. Customer focus today's 

customer-centric atmosphere makes retaining 

customers cheaper than attracting new ones. This 

research aims to increase consumer loyalty, pleasure, 

and satisfaction. 

Data-driven decisions: ML algorithms analyse 

massive, complex information to reveal consumer 

behaviour and churn patterns. These models are used 

to boost customer retention via data-driven decision-

making. 

Competitive advantage: Companies that retain 

consumers and learn about their preferences and 

behaviour have a competitive advantage.  

To provide insightful advice and suggestions that will 

help companies create proactive plans to retain more 

customers, lower customer churn, and ultimately 

boost revenue and profitability. 

 

The aim of the work is to get better insights about the 

customer churn, its effects, and the application of ML 

models to anticipate and manage it efficiently. It also 

provides organizations with actionable advice on how 

to maximize customer retention and financial 

success.  

 

The remainder of this work is organized into five 

sections. Section 2, explores into existing work in the 

field of CCP, providing insights into previous 

research and methodologies. Section 3, details the 

overarching approach and techniques used in this 
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research, offering a comprehensive view of the 

methods applied. In Section 4, the focus shifts to the 

experimental procedures that were conducted and the 

results that were derived from these experiments. 

Finally, Section 5, brings together all the findings, 

summarizing the key outcomes and insights gained 

from the research.  

 

2.Literature survey 
The researcher performs an in-depth work on why 

and for the customer churn is faced by enterprises. To 

understand and monitor the customer churn an 

efficient churn prediction model is needed. Based 

upon the above-mentioned problem, the author 

applies a swish recurrent neural network (S-RNN) 

model which efficiently performs churn prediction 

[6]. The customer churn dataset is used to conduct 

the experiment, and the outcomes of the suggested 

model are compared to those of the recurrent neural 

network (RNN), deep neural networks (DNN), 

convolutional neural network (CNN), and artificial 

neural network (ANN) models. The study of the 

outcome suggests that the suggested method is 

superior than the others. 

 

The author discusses the problem of telecom business 

client attrition. Further, the researcher implies the use 

of a ML model aids to forecast customer churn 

efficiently and reduces the customer churn within an 

enterprise [7]. Based upon the study different ML 

models are considered: LR, Naive Bayes (NB), 

Support vector machine (SVM), RF, boosting, 

ensemble, and decision tree (DT). A customer churn 

dataset is used to conduct the experiment, and 

validity ratings are applied to project & context the 

results of several models. The study of the results 

suggests that the AdaBoost and XGB models are 

better than the others. 

 

The importance of customer churn in the telecom 

sector & its impact on market performance are 

addressed by the author. The author uses social 

network analysis (SNA) features in conjunction with 

many ML models, including DT, RF, gradient 

boosting (GBM) and XGB, to solve the 

aforementioned issue [8]. The SyriaTel dataset is 

used to conduct the experimental process, and 

validity ratings are used to project & context the 

results of several models. The study of the results 

suggests that the XGB is better than the others. 

 

The importance of customer churn research in the 

financial sector has been explored, with 

recommendations to utilize ML for effective analysis 

of customer churn. Traditional approaches often rely 

on structured datasets for conducting customer churn 

analysis. However, in this research, unstructured 

datasets were utilized to achieve a more 

comprehensive understanding of customer churn. The 

experimental process involves the application of 

XGB, RF, LR, and NB models. This approach allows 

for a more nuanced analysis compared to 

conventional methods. 

 

The author explores the importance and role of the 

customers in enterprises and the problem of customer 

churn. In this research the author proposes a loss 

prediction that is based upon k-means customer 

segmentation and SVM to perform customer churn 

analysis [10]. Further, SVM and LR are applied to 

perform customer churn. The experimental results 

show after customer segmentation the results are 

improved significantly and with compare to the two 

ML models, SVM archives superior results. 

 

The author explores the loss of a consumer due to 

heavy competition in the telecom industry. To 

understand the customer churn in this research the 

author develop a churn prediction model. LR & 

Fisher discriminant equations are considered to build 

a churn prediction model. The empirical process is 

conducted out with the Chinese telecom companies’ 

dataset and outcome generated indicate that LR has 

superior results [11]. 

 

The author performs an in-depth study about 

customer churn in the banking sector. Based upon 

above mentioned study the researcher use of 

filesystem (FS) and the ML helps to conduct 

effective analysis about the customer churn analysis. 

In ML, chi-square automatic interaction detection 

(CHAID), classification & regression (CR), neural 

network (NN), bayesian network (BN), and C5 are 

applied. The empirical process is conducted with the 

bank credit dataset [12]. 

 

The author suggests that without a thorough 

understanding and analysis of customer behavior, 

enterprises cannot effectively mitigate customer 

churn. Based on the study, the author proposes the 

use of a deep backpropagation artificial neural 

network (Deep-BP-ANN) combined with two feature 

selection (FS) approaches: Variance thresholding and 

LR methods. The experimental process utilizes 

datasets from IBM Telco and Cell2Cell, applying 

various ML approaches such as XGB, LR, NB, k-

NN, and Deep-BP-ANN. The results of the analysis 
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indicate that the Deep-BP-ANN model outperforms 

the others [13]. 

 

The researchers imply the need of customers in 

enterprises and further address the need for customer 

churn analysis. Based upon above mentioned study 

the researcher applies four different ML models to 

perform CCP. ML models like DT, k-NN, SVM, and 

RF applied. The empirical procedure is conducted out 

with a customer churn dataset and results imply RF 

performs superior compared to others [14]. 

 

The researchers perform an important work about 

customer churn in enterprises. To overcome customer 

churn and to retain the customer for a long time, the 

study of customer patterns is considered as important. 

Based on the study the author applies FS with the ML 

model to perform customer churn analysis. In ML, 

SVM, multi-layer perceptron (MLP), RF, and NB are 

applied. The FS approach combines IG & ranker 

methods. The empirical process is done using the 

customer churn dataset & the outcome imply using 

FS with ML performs superior compared to others 

[15]. 

 

Telecommunications companies struggle to estimate 

client attrition owing to rivals' departing offerings 

and network difficulties. Churn rate greatly affects 

client lifetime value and income. Churn models affect 

industry revenue; thus, companies use them. ML 

methods like DT, RF, and XGB forecast which 

consumers will terminate their subscriptions, 

enhancing services and lowering churn. This strategy 

makes telecom services lucrative, improving client 

retention and revenue [16]. 

 

CCP is important for enterprises businesses in 

industries like telecommunications, banking, 

insurance, and e-commerce. ML approaches are used 

to develop effective models, using past customer data 

to identify churn predictors. A study applied popular 

supervised ML algorithms to predict churn in the 

telecommunications industry. The study found that 

ML is a viable method for predicting customer churn, 

with ensemble learners outperforming single-base 

learners. A balanced learning dataset is expected to 

enhance classifier performance [17]. 

 

In Businesses retaining consumers, and churn 

reduction is a big issue. This article describes using a 

Stacking Classifier to predict ecommerce turnover 

using gender and tenure. The ensemble learning 

classifier incorporates metaclassifiers from k-NN, 

SVM, RF Classifiers, and DT. The Stacking 

Classifier surpasses other ML methods with 98.2% 

accuracy, 98.1% Area under receiver operating 

characteristic curve (AUROC), and 95.0% F-Measure 

score [18]. 

 

A BiLSTM-CNN model is integrated with RNNs and 

CNNs in parallel to increase CCP accuracy. Bank 

data was used to compare the AttnBLSTM-CNN 

model. Compared to the bidirectional long short-term 

memory networks (BLSTM) model, the 

AttnBiLSTM-CNN model increased accuracy by 

0.2%, churn rate by 1.3%, F1 value by 0.0102, and 

AUC value by 0.0103[19]. 

 

E-commerce companies prioritize customer churn 

reduction owing to competitiveness and high 

expenditures. Customer churn forecasting 

frameworks use AI for insight and advice to increase 

accuracy and discover non-churn users. The 

framework includes exploratory data analysis (EDA), 

data pretreatment, model tuning, model comparison, 

and insight and recommendation. The suggested 

strategy accurately predicts customer attrition, with 

CatBoost performing best in the dataset. The work 

addresses a research gap and adds to CCP literature. 

The system improves e-commerce efficiency by 

using the best classifier for insight and suggestion 

[20]. 

 

Service providers compete fiercely in the fast-

growing telecom business. This study created 

Improved_ XGB, a churn prediction model based on 

XGB. The model performed above 99% in accuracy, 

precision, recall, and F1-measure utilizing South Asia 

GSM and churn-big datasets [21]. 

 

Large industries struggle with customer attrition, 

which lowers income. Telecom firms may use a ML 

model to anticipate churn and develop efficient 

marketing retention tactics. The model analyses 

datasets using pre-processing, data visualization, and 

existing datasets. Supervisory computer learning 

methods like LR, SVM, DT, and RF generate 

classification models. Performance parameters like 

accuracy and F1 recall determine the optimal 

algorithm. This product aids telecom corporations in 

decision-making and customer attrition management 

[22]. 

 

To improve business perks and client retention, the 

study predicts consumer behaviour using Cat Boost 

Classifier. The model outperforms conventional 

approaches with 95% prediction accuracy, improving 

QoS and customer retention [23]. 
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Client attrition in digital banking requires intelligence 

models to improve customer satisfaction. A 

classifier-based model for CCP utilizing k-NN, LR, 

AdaBoost, gigabytes (GB), and RF is presented in 

this work. Hyperparameter optimization and 

tweaking improve model performance, with an 

experimental case study obtaining 87% accuracy 

[24]. 

 

Business and finance utilize customer churn to 

represent the progressive loss of customers. 

Companies may identify prospective customers who 

will quit to reduce churn. Age, location, gender, 

credit card information, and balance may be utilized 

to anticipate client departures using ML methods like 

LR and NB. These models can make probabilistic 

predictions, with NB outperforming LR. 

Understanding these consumers helps banks avoid 

client loss [25]. 

 

The following points are summarized from the above 

survey: 

1. Due to its detrimental effects on revenue and client 

retention, customer churn is a major problem for 

several businesses, including e-commerce, 

banking, and telecom. 

2. A number of algorithms, including XGB, 

AdaBoost, RF, and Deep-BP-ANN, have shown 

promise in various scenarios when it comes to ML 

models, which are extensively used to forecast and 

minimize customer turnover. 

3. Feature selection strategies and ensemble learning 

approaches are often used to improve churn 

prediction models' accuracy. 

4. There is no one-size-fits-all ML model; instead, 

the choice of model often relies on the particular 

dataset and enterprises. 

5. To enhance classifier performance in churn 

prediction, a well-balanced training dataset is 

essential. 

6. Churn prediction algorithms have a big effect on 

revenue, CLV, and general company success. 

7. Thorough data pretreatment, effective model 

tweaking, and visualization are essential for 

enhancing churn prediction models.  

8. In summary, organizations may utilize data 

analysis and ML approaches to help them make 

wise choices and put in place successful retention 

strategies that lower customer attrition and raise 

customer satisfaction. 

 

3.Methodology 
Customer churn is the occurrence in which 

consumers discontinue utilizing a company's goods 

or services. The purpose of the research is to identify 

drifting customer in enterprises and to surmount the 

problem and to increase the customer lifecycle value 

with the enterprises. Customer churn leads to 

cessation of using the business service due to various 

reason by the customers [26]. This makes to cause 

loss to enterprises business and burden in acquiring 

new consumers. To overcome the customer churn 

problem, we have to mark the consumers are who 

possible to be expelled from the business and devise 

new strategies to enhance the customer value. Based 

upon the above problem, in this investigation CCP is 

conducted using ML algorithm. The objective is to 

conduct improved CCP using ML models. LR, k-NN, 

DT, RF, XGB, lightgbm, and catboost are the ML 

models used in CCP. The ML model is applied to a 

dataset of customer churn obtained from the Kaggle 

repository. The results of the investigations are 

recorded using several validity metrics such as 

accuracy, recall, precision, AUC, and F1-score. 

Finally, the method that produces the greatest results 

is shown and predicted. Overall methodology is 

projected in the Figure 1. 

 

 
Figure 1Overview of methodology 

 

3.1Data collection 

Data acquisition is a crucial stage in predicting 

customer churn. In this study, a dataset on customer 

churn is utilized. The dataset is captured from Kaggle 
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repository which consists of 14 attributes with 10000 

entries.  

 

3.2Data pre-processing 

Data preparation is a crucial stage in both data 

analysis and ML. It means putting raw data in a form 

that can be used for research. By doing data 

preparation jobs well, data scientists and ML experts 

can build models that are more accurate, reliable, and 

effective at fixing business problems. Here mean & 

median are calculated for the non-missing values and 

used in computing of the missing values. 

 

3.3 Prediction models 

ML is a branch of AI that teaches computers to 

anticipate and act without being taught. ML 

algorithms can analyze massive, complicated 

information, find patterns, and make predictions or 

judgments [27]. This model uses LR, k-NN, DT, RF, 

XGB, LightGBM, and CatBoost ML models. 

 

The models used are determined by taking into 

account the kind of data, the intricacy of the problem, 

and the balance between interpretability and forecast 

accuracy. With its unique benefits and potential for 

superior performance in certain situations, each 

model is a useful instrument for mitigating loss of 

customers across a range of sectors. The particulars 

and limitations of the current churn prediction issue 

determine which model is best. For the purpose of 

training and testing the dataset is split into 80 and 20 

ratios.  

Logistic regression: LR solves binary classification 

issues. LR is supervised learning. Using feature 

values, it predicts a new observation's class 

probabilistically. The logistic function (sigmoid 

function) transfers every input value to a probability 

value between 0 and 1 in the LR model. Labelled 

data trains the LR model. The approach optimizes 

model parameters to minimize the discrepancy 

between expected probability and actual labels. 

Gradient descent optimizes this. LR can classify 

binary and multi-class issues. Multi-class LR may 

employ a softmax function to forecast class 

probabilities [28]. LR is straightforward and 

interpretable, making it easy to understand and 

execute. It works effectively for datasets with several 

characteristics. The hyperparameter applied in the LR 

are penalty (Regularization term (l2 norm), Inverse 

regularization strength (C =1.0), Maximum number 

of iterations(max_iter), and Optimization 

solver(solver='lbfgs'). 

 

K-nearest neighbors: The k-NN method finds the k 

closest training dataset neighbors to an input location. 

Euclidean distance is used to compute the distance 

between the input location and each of the k 

neighbors. The technique outputs the class label most 

prevalent among k neighbors for classification issues. 

Regression outputs the average of k neighbors’ 

values. k-NN predicts using labelled training data 

since it is supervised. k, distance metric, and data 

scaling greatly affect algorithm performance [29]. A 

bigger value of k smoothes the decision boundary but 

may over fit, whereas a lower value may over fit. k-

NN is simple, flexible, and handles non-linear 

decision bounds. However, huge datasets and high-

dimensional data make it computationally costly. 

Image recognition, recommendation systems, and 

anomaly detection employ k-NN. It is beneficial for 

datasets with complicated decision boundaries that 

other algorithms cannot simulate. The 

hyperparameter applied in the k-NN are Number of 

neighbors to consider(n_neighbors=5), Weighting 

scheme (uniform or distance) and Algorithm to 

compute nearest neighbors(algorithm=auto). 

Decision trees: DT it is a tree-like supervised system 

that represents choices and their probable outcomes. 

The decision tree algorithm recursively partitions 

incoming data by feature values. A feature's value 

determines the tree node's choice. The tree branches 

reflect the two consequences of the choice. This 

method continues until all data points are classified 

or a stopping requirement is reached [30]. The 

decision tree algorithm helps visualize and 

understand decision-making. Non-experts can 

understand and visualize the tree to explain 

predictions. The method handles category and 

numerical data, making it adaptable. The decision 

tree method can handle non-linear input-output 

interactions. It can manage missing numbers and 

outliers, making it noise-resistant. If the tree is 

complicated or the training dataset is short, the 

method may over fit. Finance, healthcare, and 

marketing employ DT. They can anticipate consumer 

purchase probability, illness prediction, and credit 

application risk. The hyperparameter applied in the 

DT are Maximum depth of the tree, Minimum 

number of samples required to split an internal 

node(min_samples_split=2), and Minimum number 

of samples required to be at a leaf 

node(min_samples_leaf=1) 

Random forest: RF is a common classification and 

regression technique. The ensemble learning 

approach uses many DT to increase prediction 

accuracy and resilience. The RF approach trains 

several DT using a random selection of the training 
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data and input attributes. The DT are integrated by 

averaging (regression) or majority voting 

(classification) the individual tree forecasts. RF 

outperform single DT. It eliminates overfitting and 

improves prediction accuracy and generalizability. It 

handles high-dimensional data and missing values, 

making it useful for many applications. The RF 

method measures feature significance, a major 

benefit. Averaging feature relevance scores across all 

trees in the forest lets you discover which input 

characteristics are most relevant for predictions. This 

information may increase data interpretation and 

uncover feature engineering opportunities. Image and 

voice recognition, fraud detection, and medical 

diagnosis employ RF. They work well for huge 

datasets with complicated input-output interactions 

[31]. The hyperparameter applied in the RF are 

Number of trees in the forest(n_estimators=100), 

Split criterion(criterion=gini), Maximum depth of the 

trees(max_depth=None), Minimum number of 

samples required to split an internal 

node(min_samples_split=2), and Minimum number 

of samples required to be at a leaf 

node(min_samples_leaf=1) 

XGBoost: XGB is a popular regression & 

classification technique. Gradient boosting combines 

numerous weak models (typically DT) into a 

powerful model. The XGB technique builds DT 

repeatedly to repair the faults of the preceding tree. 

Regularised goal functions avoid overfitting and 

improve model performance. XGB can handle huge, 

high-dimensional, and missing data. It accepts 

numerical, category, and text input data. XGB is fast 

and scalable. It efficiently processes big datasets with 

millions of rows and thousands of columns due to its 

parallel processing. Distributed computing is built-in, 

making it suited for large data settings. XGB handles 

skewed datasets well. It automatically adjusts input 

data weights to equalize class distribution, improving 

prediction performance on unbalanced datasets. 

Advertising, finance, and healthcare utilize XGB. It 

predicts customer turnover, detects fraud, and 

diagnoses ailments from medical photos [32]. The 

hyperparameter applied in the XGB are Step size 

shrinkage to prevent overfitting(learning_rate=0.1), 

Number of boosting rounds(n_estimators=100), 

Maximum depth of a tree, Subsample ratio of the 

training instances(subsample=1.0), Subsample ratio 

of columns when constructing each 

tree(colsample_bytree=1.0) 

LightGBM: Lightgbm is a fast, open-source ML 

method used for classification, regression, & ranking. 

It handles big datasets with millions or billions of 

rows and thousands of columns using gradient 

boosting. Each decision tree in LightGBM is trained 

to rectify the faults of the preceding tree. LightGBM 

has numerous differences from previous gradient 

boosting methods. Gradient-based one-side sampling 

(GOSS) reduces computational complexity and 

speeds up training.  

 

Based on the loss function gradients, GOSS discards 

data items that are unlikely to improve the model's 

performance. Second, LightGBM utilizes a leaf-wise 

growth approach instead of a level-wise method, 

reducing the tree's decision nodes and improving 

generalization. Finally, LightGBM supports category, 

numerical, and missing values. LightGBM 

outperforms gradient boosting methods. For big 

datasets, it is quicker and more memory-efficient 

than other techniques. It's flexible and accurate, 

handling numerical and categorical data. 

Recommendations, fraud detection, and images 

categorization employ LightGBM. It recommends 

items, detects fraud, and classifies photographs of 

things and animals [32]. The hyperparameter applied 

in the LightGBM are Step size shrinkage to prevent 

overfitting(learning_rate=0.1), Number of boosting 

rounds(n_estimators=100), Maximum depth of a tree 

(-1 means no limit), Subsample ratio of the training 

instances(subsample=1.0), Subsample ratio of 

columns when constructing each 

tree(colsample_bytree=1.0) 

CatBoost: CatBoost is an open-source gradient 

boosting toolkit for classification, regression, and 

ranking. Yandex, a Russian technology firm, created 

it to handle categorical characteristics and high-

dimensional data. CatBoost trains an ensemble of DT 

to repair each other's mistakes. CatBoost varies from 

gradient boosting methods in key ways. First, ordered 

boosting optimizes gradient boosting by ordering 

feature pairings. This method reduces noisy input and 

improves model generalization. CatBoost handles 

category characteristics with the Taylor series 

expansion. This approach translates categorical 

characteristics into numerical values and retains 

category ordering. Thirdly, CatBoost handles 

numerical and missing values without preprocessing. 

CatBoost outperforms gradient boosting methods. 

For big datasets, it is quicker and more memory-

efficient than other techniques. It handles category 

and numerical data. It outputs feature significance 

ratings and handles unbalanced datasets. 

Recommender systems, fraud detection, and 

consumer segmentation employ CatBoost. It 

recommends items, detects fraudulent financial 

activities, and groups clients by behaviour and 

preferences [32]. The hyperparameter applied in the 
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CatBoost are Step size shrinkage to prevent 

overfitting(learning_rate=0.1), Number of boosting 

rounds(iterations=100), Depth of the trees, L2 

regularization term(l2_leaf_reg=3), and Random seed 

for reproducibility(random_seed=42). 

 

To understand the efficiency of the model the 

empirical results captured from the methodology is 

presented & projected using different metrics like: 

accuracy, AUC, recall and precision [33, 34]. 

 

4.Experimental results  
This section describes in detail about the 

experimental results carried out in the methodology. 

  

4.1Experimental Results of CCP using various 

ML models 

The results of the task to predict customer churn 

using seven different ML models are shown in 

Figure 2. The efficiency of each model is judged 

based on a metric called accuracy, which determines 

how accurate the model's predictions are by 

calculating the proportion of times they are true. 

Findings reveals, the LR model had the maximum 

accuracy, which is represented by the value 0.8045. 

This value shows that the model accurately predicted 

80.45% of the instances. CatBoost came up at 

number two when it came to accuracy, scoring 

0.7998 out of 1.00, followed closely by LightGBM, 

which scored 0.7961 out of 1.00. The other models 

also accomplished acceptable levels of accuracy, with 

RF reaching an accuracy of 0.791, XGB earning an 

accuracy of 0.7868, and k-NN achieving an accuracy 

of 0.7614 respectively. The accuracy of the DT 

model was the lowest of all the models, coming in at 

0.7291, the lowest of any model. 

 

 
Figure 2 CCP using 7 different ML models using accuracy parameter 

 

The AUC parameter was utilised as the evaluation 

metric for predicting customer churn using 7 distinct 

ML models, as presented in Figure 3. A greater AUC 

value signifies an enhanced ability of the model to 

discriminate between positive and negative instances. 

The experiment employs a range of models, 

including LR, k-NN, DT, RF, XGB, LightGBM, & 

CatBoost. The AUC metric is a commonly employed 

tool for assessing model performance, quantifying the 

extent to which the positive and negative classes can 

be distinguished from one another. Based on the 

findings, it is evident that LR exhibits the greatest 

AUC score of 0.8443, while CatBoost and 

LightGBM follow closely with AUC values of 

0.8415 and 0.8355, respectively. In contrast, the 

Decision Tree model exhibits a relatively low AUC 

value of 0.6581, thereby suggesting its inadequacy 

for the given task. In general, the findings indicate 

that ensemble techniques, namely RF, XGB, 

LightGBM, and CatBoost, exhibit superior 

performance in forecasting customer churn compared 

to conventional models, including LR, k-NN, and 

DT. 

 

Figure 4 shows the results of seven different ML 

models that were used to predict customer churn. The 

Recall parameter was used as a measure of how well 

each model did. Recall is the number of true positives 

as a percentage of the total number of true positives 

plus fake negatives. LR, k-NN, DT, RF, XGB, 

LightGBM, & CatBoost. are the models that are used 

in this experiment. From the results it is evident that 
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the LR has the highest recall value with 0.5393, 

followed by LightGBM with 0.5275 and CatBoost 

with 0.5217. On the other hand, k-NN's Recall 

number of 0.4414 is the lowest. Overall, the results 

show that none of the models in this experiment are 

very good at predicting customer churn based on the 

Recall measure, since they all have low numbers. But 

it looks like LR is the best model out of the seven in 

this Figure. The findings of seven different ML 

models that were used in the process of forecasting 

customer turnover are shown in Figure 5, with the 

Precision parameter serving as the assessment 

measure. In this experiment, the models used include 

LR, k-NN, DT, RF, XGB, LightGBM, and CatBoost. 

The results indicate that the LR model achieves the 

highest precision score of 0.6626, followed by the 

CatBoost model with a score of 0.6564, and the 

LightGBM model with 0.6432. Conversely, the DT 

model shows the lowest Precision at 0.4906. Overall, 

based on the Precision metric, LR, CatBoost, and 

LightGBM appear to be the most effective models for 

predicting customer attrition in this study. 
 

 
Figure 3 CCP using 7 different ML models using AUC parameter 

 

 
Figure 4 CCP using 7 different ML models using recall parameter 
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Figure 5 CCP using 7 different ML models using precision parameter 

 

The findings of seven distinct ML models that were 

used in the process of forecasting customer turnover 

are shown in Figure 6, with the F1-score parameter 

serving as the assessment score. It is the harmonic 

mean of accuracy and recall, and it combines both 

metrics to offer an overall performance score. The 

F1-score is also known as the F1-score. LR, k-NN, 

DT, RF, XGB, LightGBM, & CatBoost are the 

models that have been used in this experiment. LR 

has the highest F1-score value of 0.5944, as can be 

seen from the data; this is followed by LightGBM 

with 0.5789 and CatBoost with 0.581. On the other 

side, k-NN's F1-score value of 0.4956 is the lowest of 

all the scores. According to the findings of the 

research, the usage of ML aids in the prediction of 

customer churn. Furthermore, the experimental 

findings suggest that LR, CatBoost, and LightGBM 

outperform other ML models. Using this information, 

the enterprise can develop better methodology to 

retain the customer and improve the enterprises 

business financial turnover. 

 

 
Figure 6 CCP using 7 different ML models using F1-score parameter 

 

4.2Result discussion  

Figure 2 to 6 represent five performance metrics 

were used in the analysis: accuracy, recall, AUC, 

precision, and F1-score.  

1. Top Models for Accuracy: LightGBM (0.7961), 

CatBoost (0.7998), and LR (0.8045) got the closest 

accuracy. 

2. Best Model for Recall: LightGBM (0.5275) and 
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respectively, behind LR in recall (the capacity to 

detect churners). 

3. AUC Rankings: With a score of 0.8415, CatBoost 

outperformed LR (0.8443) and LightGBM 

(0.8355) in terms of AUC (the ability to 

differentiate between churners & non-churners). 

4. CatBoost had the greatest accuracy rating of 

0.6564, followed by LightGBM (0.6432) and LR 

(0.6626). 

5. F1-score: LightGBM (0.5789), LR (0.5944), and 

CatBoost (0.581) had the greatest F1-score 

(harmonic mean of accuracy and recall). 

 

In summary, LightGBM, CatBoost, and LR are the 

most promising models for predicting customer 

turnover; their efficacy varies based on the 

performance metric that is given priority. 

 

4.3Result findings 

1. Objective: To perform efficient CCP using the ML 

Models. 

2. Models: In this study, 7 various ML models are 

considered and applied. 

3. Validity Scores: In this research, 5 different 

validity scores are considered and applied 

4. Performing Models:  Compare to 7 ML models, 

LR, CatBoost and LightGBM performs superior 

compare to other ML models. LR perform superior 

compare to others in terms of recall (0.5275) and 

accuracy (0.581) and CatBoost model perform 

superior compare to others in terms of AUC 

(0.8415), precision (0.6564), and F1-score (0.581). 

Also, LightGBM achieves closer results to LR and 

CatBoost 

5. Application: The proposed methodology is useful 

to perform CCP and help business to develop 

better strategies to retain customers and improve 

their values. 
 

4.4Interpretations 

1. From the experimental results its clear choosing 

the best model depends upon the customer churn 

challenges and the dataset.  

2. LR is best suited when accuracy and recall is 

considered. 

3. CatBoost is best suited when precision is 

considered. 

4. LightGBM makes the balanced choice between 

accuracy and recall. 

 

4.5Implications 

The findings have significant ramifications on 

businesses trying to lower client attrition. They may 

choose the best model for their particular use case 

based on their objectives. This may result in client 

retention tactics that are more successful. 

 

4.6Limitations 

1. Model and Dataset: The ML model and the dataset 

applied is not optimal around the universe. The 

results may change according to the problem and 

dataset 

2. Ensemble Model: In this research ensemble 

models are applied. 

3. Assumption of Stationarity: Customer patterns do 

not remain constant. They change over time, 

leading to potential inaccuracies in the model 

 

4.7Recommendations 

The following suggestions might be made 

considering these findings: 

1. Organizations should carefully consider their goals 

before selecting a churn prediction model. LR, 

CatBoost, and LightGBM are competitive options 

with distinct functions. 

2. Since customer behaviours and habits may vary 

over time, it is essential that churn prediction 

models be continuously monitored and updated. 

3. Investigating more characteristics or outside data 

sources may improve churn forecast accuracy. 

 

4.8Comparative analysis 

When comparing the models, LR stands out with the 

highest overall accuracy and recall. CatBoost excels 

at distinguishing churners from non-churners, as 

evidenced by its high AUC score. Meanwhile, 

LightGBM achieves the best F1-score, striking a 

balance between precision and recall. In summary, 

this study highlights the importance of careful model 

selection when predicting customer attrition. Through 

such strategic selection, companies can reduce churn 

and make more informed decisions regarding 

customer retention strategies, ultimately enhancing 

both customer satisfaction and financial outcomes. 

 

A complete list of abbreviations is summarised in 

Appendix I. 

 

5.Conclusion 
For organizations, customer churn is a serious issue 

since losing clients may result in a drop in income, 

reputation, and market share. CCP is the practice of 

identifying customers who are likely to leave a firm 

and taking steps to keep them. This is done using ML 

algorithms. Based on past customer information, ML 

models may be taught to spot trends and other causes 

of customer turnover as well as identify the clients 

most likely to depart in the future. These models may 
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then be used to create focused retention measures to 

keep clients who are at danger of leaving, such as 

personalized offers or proactive customer care. 

Customer retention may be improved and corporate 

profitability can be raised by using CCP in a variety 

of sectors, including telecom, banking, retail, and 

healthcare. The findings of the research indicate that 

ML models may be useful for forecasting customer 

turnover, and the findings also indicate that different 

models have varying degrees of success with respect 

to various assessment measures. LR had the greatest 

values for accuracy and recall, while CatBoost had 

the highest values for precision and F1-score. LR, 

CatBoost, and LightGBM all had the top values for 

AUC. Based on these results, it seems that a mix of 

models may be required to get the highest overall 

performance in forecasting customer turnover. The 

precise requirements and priorities of the 

organization will determine which models should be 

used in conjunction with one another. Overall, the 

research indicates the potential of ML in detecting 

and maintaining consumers who are at danger of 

leaving a firm, which may be beneficial for 

organizations in terms of boosting customer retention 

and enhancing profitability. 
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Appendix I 
S. No. Abbreviation Description 

1 ANN Artificial Neural Network  

2 AUC Area Under Curve 

3 AUROC Area Under Receiver Operating 

Characteristic Curve 

4 BLSTM Bidirectional Long Short-Term 
Memory Networks 

5 BN Bayesian Network 

6 CCP Customer Churn Prediction 

7 CLV Customer Lifetime Value 

8 CHAID Chi-Square Automatic Interaction 

Detection 

9 CNN Convolutional Neural Network  

10 CR Classification & Regression  

11 Deep-BP-
ANN 

Deep Backpropagation Artificial 
Neural Network 

12 DNN Deep Neural Networks  

13 DT Decision Trees   

14 EDA Exploratory Data Analysis  

15 FS Filesystem 

16 GB Gigabytes 

17 GBM Gradient Boosting 

18 k-NN K-Nearest Neighbours  

19 LightGBM Light Gradient Boosting Machine 

20 LR Logistic Regression   

21 MLP Multi-layer perceptron 

22 NN Neural Network  

23 ML Machine Learning 

24 RF Random Forest   

25 RNN Recurrent Neural Network 

26 S-RNN Swish Recurrent Neural Network  

27 SNA Social Network Analysis 

28 SVM Support Vector Machine  

29 XGB XGBoost 

 

 

 

 

 

mailto:nalini.tptwin@gmail.com

