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1.Introduction 
In computer science, it also covers many different 

sub-areas such as face detection, face tracking, 

feature extraction, etc. These feature values depended 

on the detection of geometric facial features, 

including the distance and angles between points 

such as eye corners, mouth extremities, nostrils and 

chin top. Digital image processing is concerned with 

the development of computer algorithms working on 

digitized images [1]. Digital Image Processing 

concerns the following field of sciences viz pattern 

recognition, optics, signal processing, electronics, 

cognitive science and perception science. The goal of 

image processing is usually automatic detection or 

recognition of image content, in which case one can 

speak of machine vision [2]. This pipeline consists of 

the steps of pre-processing, feature extraction, 

segmentation, object recognition and image 

understanding [3]. In each step, the input and output 

data could either be images (pixels), measurements in 

images (features), and decisions made in previous 

stages of the chain (labels) or even object relation 

information (graphs) [4].  
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In this paper we tested face recognition using SVM 

algorithm with trained and test database samples. 

 

2.Literature review  
A method of automatically generating one or more 

labels to describe the content of an image. Images are 

usually identified with the labels that are extracted 

from their low level features [5]. Machine learning 

techniques such SVM, Bayesian Networks, Artificial 

Neural Networks, Decision Tree and Composite 

Classifiers such bagging and boosting have facilitated 

image annotation by learning the correlations 

between image features and annotated labels. 

 

Distributed SVM-A SVM kernel usually involves an 

algorithmic complexity of O (m2 n), where n is the 

dimension of the input and m represents the training 

instances [6, 7]. The computation time in SVM 

training is quadratic in terms of the number of 

training instances. In order to improve the efficiency 

large data is divided into small chunks and later 

integrated using a cluster of computers [8]. The 

training of SVM is computationally is intensive when 

the data size is large, this turns out to be a drawback. 

 

Distributed Multiclass SVM-Due to various 

complexities, a direct solution to multiclass problems 

using a single step SVM training is usually avoided A 
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superior approach is to combine a number of binary 

SVM classifiers to solve a multiclass problem [9, 10]. 

Various approaches have been proposed such as one 

against rest (OAR), one against one (OAO) and 

decision trees based multiclass SVM techniques. 

 

SVM Ensemble-The combination of classifiers leads 

to significant reduction of classification error in a 

wide range of applications. Although there are lot of 

classifiers, SVM ensemble shows more accuracy yet 

at the cost of intensive computation when the number 

replicated sample is large. Ensemble learning is 

extremely computational intensive which limits their 

applications in real environments [11, 12]. 

 

Distributed Multiclass SVM-This is based on single 

optimization technique. The notable advantage of this 

technique is that the training is a single step process 

thereby reducing the processing time. Keerthi et al is 

a dual method based on direct multiclass 

formulations of linear SVM [13]. Here the dual 

variables are optimized while parsing the dataset 

sequentially. This becomes difficult for a large 

optimization problem so we create a multiclass 

classifier based on the combination of binary 

classifiers [6]. The OAR method is one of the popular 

methods to solve multiclass problems in which a 

binary classifier is trained for each class, which 

separates a single class from the rest of the classes 

and then combines the classifiers for multiclass 

inference [14]. OVR can achieve high accuracy in 

classification but the training process is not efficient 

due the involvement of all training data for creating 

binary classifiers for each class. 

 

3.SVM Algorithm 
 

 

 

 

 

 

 

 

 

 

Figure 1 Support vector machine 

 

SVM is treated as a supervised machine learning 

algorithm (shown in Figure 1). It is used for both 

classification and regression type problems. In this 

algorithm, we plot each data item as a point in n-

dimensional space (where n is number of features 

you have) with the value of each feature being the 

value of a particular coordinate and then classify the 

same by finding the hyper-plane that differentiate the 

two classes very well. Support vectors are simply the 

co-ordinates of individual observation [15, 16]. 

Support Vector Machine is a frontier which best 

segregates the two classes (hyper-plane/ line).The 

SVM algorithm developed by Vapnik, is based on 

statistical learning theory. It continues to be one of 

the most successful algorithms for classification [13, 

17]. SVM address the classification problem by 

finding the hyper plane in the feature space that 

achieves maximum sample margin when the training 

samples are separable. Maximum margin can be 

achieved by minimizing the norm of the classifier 

[18].Such a hyper plane with maximum margin is 

likely to be generalized better and are supposed to 

classify “unseen” or testing data points correctly. 

Figure 2 shows two groups of data and a separating 

hyper plane with maximum margin.  

 

 

  

 

 

 

 

 

 

 

 

 
 

 

Figure 2 A SVM with a maximum margin classifier 

 

Linear SVMs are better suited for linearly separable 

data points. They actually try to find a hyperplane w 
T 

x + b = 0 which separates two classes of training data 

from each other by satisfying the constraints [w
T
xi+b 

≥ 1, ∀i where yi = 1] and [w
T
 xi +b ≤ −1, ∀i where yi 

= −1]. These can be combined into one set of 

inequalities: 

 

yi(w
T
 xi +b) ≥ 1 ∀i = {1,...,n} 

 

The distance between two hyperplanes  (w
T
 xi +b = 1 

and w >xi +b = −1) is 
 

‖ ‖
 and this is known as 

margin of the classifier. Hence optimization problem 

which maximizes the margin along with satisfying 

the above constraints is 
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The decision function is f(x)=sign(w
T
x+b). However, 

the optimization problem will not have a solution if D 

is not linearly separable. To deal with such cases, soft 

margin SVM has been introduced. It allows 

mislabeled data points while still maximizing the 

margin. The method introduces slack variables, ξi , 

which measure the degree of misclassification. The 

following is the optimization problem for soft margin 

SVM [3]. 
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Here C is a user-given regularization parameter that 

determines the trade of between the margin size and 

the amount of error in training. 

 

4.Experimental results 
The implementation is done in MATLAB using SVM 

algorithm, first we selected test database image with 

the respective number for matching, second we 

selected train database as the same and the positive 

samples and negative samples  results are shown in 

Figures 3,4 and 5. 

 

 

 
 

Figure 4 Image of negative samples 

 

 
Figure 5 Average images of positive and negative 

samples 

 

Training SVM classifier with 1000 positive samples 

and 1000 negative samples, 638 support vectors 

,Running evaluation:4.2sec.,Training accuracy: 0.940 

and validation accuracy: 0.895. 

 

Figure 3 Image of positive samples 

 

 
Figure 6 Overall result of recognition percentage 
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5.Conclusion  
In this research paper SVM algorithm is tested for 

positive and negative samples using training and 

testing data. The recognition percentage of the 

algorithm is also shown along with the respective 

time in Figure 6. The Results of recognition 

experiments for SVM based faces approach is a well-

established technique for   performing the recognition 

task, it is more meaningful to compare it with 

positive and negative samples and finial SVM have 

good recognition percentage for image.  
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