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Abstract 
 

Nowadays significant amount of information from 

web is present in the form of text, e.g., reviews, 

forum postings, blogs, news articles, email 

messages, web pages. It becomes difficult to classify 

documents in predefined categories as the number 

of document grows. Clustering is the classification 

of a data into clusters, so that the data in each 

cluster share some common trait – often vicinity 

according to some defined measure. Underlying 

distribution of data set can somewhat be depicted 

based on the learned clusters under the guidance of 

initial data set. Thus, clusters of documents can be 

employed to train the classifier by using defined 

features of those clusters. One of the important 

issues is also to classify the text data from web into 

different clusters by mining the knowledge. 

Conforming to that, this paper presents a review on 

most of document clustering technique and cluster 

based classification techniques used so far. Also 

pre-processing on text dataset and document 

clustering method is explained in brief. 
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1. Introduction 
 

One of the popular sources of information is World 

Wide Web (WWW). Large amount of information on 

web is present in text format and its ever expanding 

since the day of its perception. Thus, classification of 

text document is a classical problem in the area of 

information retrieval. 
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A large number of techniques have been developed 

for text classification, including Naive Bayes (Lewis 

1998), Nearest Neighbor (Masand 1992), neural 

networks (Ng 1997), regression (Yang 1994), rule 

induction (Apte 1994), and Support Vector Machines 

(SVM) (Vapnik 1995, Joachims 1998) [1]. Among 

them SVM has been recognized as one of the most 

effective text classification methods. Many of these 

techniques are supervised which requires large 

number of text documents for training to obtain 

accuracy in classification. Accuracy of classification 

decreases as the training data set decreases. Also the 

creation of compact representations of the feature 

space and the discovery of the complex relationships 

that exist between features or pattern, documents and 

classes is the important for text classification. Thus, 

clustering based classification approach can be used 

for classification that uses less training data to 

achieve high classification accuracy and reduction in 

dimensionality of feature space.  

 

Clustering based classification of text data is of great 

importance. Its goal is to automatically classify the 

text documents into different clusters and then exploit 

them to train the classifier. Among the large amount 

of text information available in electronic format, 

only 2% to 5% words of text corpus are used for text 

analysis and other words such as stop words, white 

spaces, header, footer etc. are not used for frequent 

pattern analysis and clustering the documents. Thus, 

lot of text pre-processing which is task of text 

mining, is required before text analysis and extracting 

knowledge from these text data. Text mining usually 

involves the process of structuring the input text 

(usually parsing, along with the addition of some 

derived linguistic features and the removal of others, 

and subsequent insertion into a database), deriving 

patterns within the structured data, and finally 

evaluation and interpretation of the output [2]. 

Typical text mining tasks include text categorization, 

text clustering, concept/entity extraction, production 

of granular taxonomies, sentiment analysis, document 

summarization, and entity relation modelling (i.e., 

learning relations between named entities) [3]. The 

main idea is to perform text clustering followed by 
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classification with trained clusters with selected 

features. The latter part of this paper explains the 

approaches for text clustering: literature review, 

followed by cluster based classification in brief. 
 

2. Approaches for Text Clustering: 

Literature Overview 
 

Data mining- A process of analyzing data from 

different perspectives and summarizing it into useful 

information is known as data mining. Data mining 

process allows users to understand the substance of 

relationships present between data. It helps to derive 

patterns and trends that are hidden among the data. In 

data mining the main goal is to extract the 

information from a data set and transform it into an 

understandable structure which can be used further. 

Text data mining deals with deriving information 

form text data. Classification and clustering are some 

of the techniques used in text data mining. 

Classification- Classification of text documents is 

one of the most common topics, in the field of 

information retrieval and machine learning. It is most 

important technique in the field of text data mining. 

Assigning text documents to one or more class or 

categories is the main task in document classification. 

Classification can be done manually or 

algorithmically. Classification tasks can be divided 

into three types: Supervised (where external 

information is used for correct classification), 

unsupervised (where classification is done without 

using external information), semi-supervised (where 

parts of documents use external information.) 

Clustering- This is also one of the method for text 

data mining. In clustering method we make cluster of 

text documents that are somewhat similar in 

characteristics. The ultimate aim of the clustering is 

to form a grouping of similar documents. More often 

clustering is confused with classification, but there is 

some difference between these two. In classification 

the objects are assigned to pre-defined classes, 

whereas in clustering the clusters are formed. Here 

classes and clusters could be treated as synonym. 

 

The creation of compact representations of feature 

space and discovery of substantial relationship that 

exists between features and classes is necessary in the 

process of text classification. In this context 

Clustering has been the alternative representation 

scheme while classification of text documents in 

predefined categories from last several years. 

Clustering helps in feature compression and 

extraction, to reduce dimensionality of feature vector 

by joining similar features into clusters. 

 

There are many approaches proposed for clustering 

by various authors. In [4] clustering is applied on 

both training and testing dataset. Further the 

knowledge obtained from these clusters is used to 

enhance the classification process by exploiting 

association between index terms and documents. 

Also in [5] information bottleneck method is applied 

to find clusters of word which keeps the information 

about document categories. The lower dimensional 

feature space obtained from these clusters has been 

used for classification by naïve bays classifier. 

Further in [6], information bottleneck method is 

applied to generate a document representation in a 

word cluster space instead of word document space 

where words are viewed as distributions over 

document categories. Then an information theoretic 

fast devise algorithm is proposed that uses word 

clusters for text classification instead of simple 

words. 

 

Words/terms are clustered by using two dimensional 

clustering algorithms to classify text documents in 

[7]. Problem of data sparseness is avoided by 

clustering features along with clustering training 

dataset. Also in [8] clustering based classification 

approach for minimal labelled data is proposed. 

Clustering on labelled data gives important hint for 

latent class variables to label the unlabelled data and, 

thus help to boost the classification step in semi 

supervised learning. Later in [9] clustering based 

classification for minimal labelled data with 

supervised learning is proposed. Under the guidance 

of labelled data, both labelled and unlabelled data are 

clustered. The large amount of training data needed 

for supervised learning is obtained by expanding the 

training data iteratively with a self-training style 

clustering strategy. 

 

It would be useful to apply modern classification 

techniques on available large datasets. But these 

techniques could not be used directly as they are 

computationally expensive. So to reduce the datasets 

to smaller representative sets, variety of clustering 

techniques have been proposed in [10].  

 

Clustering based classification on feature vector of 

term document matrix which is of high dimensions 

and very sparse. This term document matrix is used 

for training in classification step. Conventionally the 

frequency of occurrences of terms is contained in 
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term document matrix. But in the same class, the 

values of the term frequency vary from document to 

document. Thus, infraclass features are not preserved. 

Hence, an interval representation of term document 

matrix for each document is proposed in [11] by 

using maximum and minimum values of term 

frequency vectors for the documents mean and 

standard deviations. This unconventional symbolic 

data analysis provides methods for effective 

representations preserving infraclass variations. 

Single Linkage, Average Linkage, Complete 

Linkage, K-Means and Fuzzy C-Means clustering 

algorithms are used for clustering of term feature 

vector in [11]. 

 

3. Concept Overview: Clustered based 

text classification 
 

Conventionally clustering based classification 

algorithms consists of basic two steps: 

1. Clustering Step: in clustering step, training 

data set is clustered into number of clusters, 

so that similar documents categorize into 

same cluster 

2. Classification Step: In classification step, 

classifiers are trained by using the above 

formed clusters 

 
Fig 1: Pre-processing steps in text mining 

 

Clustering of text document is one of text mining 

tasks. Text mining deals with unstructured data. Text 

documents fail to get the imposed structure of 

traditional database, though it out speaks a very wide 

range of information. Thus, it is important to 

represent this unstructured data into structured form, 

so that appropriate patterns and features can be 

retrieved from this text information.  

 

3.1 Pre-processing of text dataset 

The natural language pre-processing operations on 

text documents collection such as converting to lower 

case, removing punctuations and stop words, 

stemming and white space removal (shown in fig. 1) 

are required for obtaining the structured form of text 

data. These operations act as pre-processing task. 

Stop words occur most often in the text documents 

but they cannot make any sense in the documents. 

Stop words such as a, an, the, is, at, which, on etc. are 

filtered out in the pre-processing of natural language 

data (text). Stemming in information retrieval is used 

to describe the process in which infected or derived 

words are reduced to their base or root form.  

 

Each pre-processed document is treated as bag of 

words (set of all words with frequency of words 

appearing in that document). The term-document 

matrix is formed that describes the frequency of 

terms that occur in a collection of documents in 

vector space model. There are various schemes for 

determining the value that each entry in the matrix 

should take. One such scheme is TF – IDF (term 

frequency – inverse document frequency). They are 

useful in the field of natural language processing. 

TF– IDF is a numerical statistic which reflects how 

important a word is to a document in a collection or 

corpus. It is often used as a weighting factor in 

information retrieval and text mining [3]. For each 

term TF – IDF values are calculated and only terms 

that have TF – IDF value more than specific 

threshold are included into the vector space model. 

Other terms are simply neglected. This is done for 

dimensionality reduction of feature space. 

   

3.2 Document Clustering 

Clustering divides a set of documents into groups 

such that documents within same group are similar to 

each other. Documents are grouped together based on 

some similarity measure into different clusters. 

Similarity measure means similarity of content. 

Content based similarity is based on comparison of 

textual content of documents. Each document has a 

set of terms and associated frequencies, which help in 

clustering of documents. Similarity between all pairs 

of clusters is computed to form a similarity matrix. 

Documents can be clustered in many ways like 

hierarchical and K- means technique. Documents can 

be clustered into hierarchical structure suitable for 

browsing which suffers efficiency problems. 

Documents can also be clustered with k-means 

algorithm and its variants which are more efficient 

but less accurate. For using k-means clustering, 

documents should be represented in numeric format. 

 

3.3 Cluster Classification 

As clustering results can characterize the Basis for 

distribution of the whole data set documents, 

clustering is helpful to aid supervised classification of 

documents. Thus, clusters can be used to extract 

useful features and subsequently to augment training 

data set to improve the performance of classification. 
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The supervised learning of a classifier can be done 

using the clustered data set with sufficient features 

obtained so far. The benefit for integrating the 

clustering method in classification is that clustering 

methods are more robust to the bias caused by the 

initial sparse data [8]. Thus, clustering can be 

effective when data is sparse. 

 

4. Conclusion and Future Work 
 

Classification problems on text data mainly focus on 

feature space and relationship between features and 

classes. This paper presented a brief review on 

clustering based classification techniques. The central 

theme in many of these is providing dimensionality 

reduction to improve text document classification. 

Clustering helps in reduction of the number of 

redundant features, which subsequently help in 

reducing the dimensions. 

 

A very important goal is to achieve high quality 

information from text available on web. This high 

quality information helps in clustering and 

classification. Clustering on text data usually 

requires- First, parsing that converts unstructured to 

structured text. Second, text pre-processing 

operations is to be performed on collection of 

structured data to obtain pre-processed data. Third, 

pattern and feature extraction and also similarity 

measure calculations on text data by mining the 

knowledge. Fourth, efficient technique for clustering 

is to be applied to form the clusters with similar 

documents. K-means clustering algorithm can be 

used because k-means clustering can be used as 

feature learning step for supervised classification. 

Classification requires training of classifier with the 

obtained clustered result set of text documents. The 

basic approach is to train a k-means clustering 

representation first, using input training data. 

Supervised training with large training data set helps 

to increase the classification accuracy. With this 

review we can state that there are main issues of 

providing large training data set and feature selection 

procedure to increase the efficiency of classifier. So 

for feature selection and learning clustering of text 

documents can be used, which requires small amount 

of training data. Clustering process is itself feature 

learning step. In future experiments can be done 

using k-medoids clustering method for learning of 

features as it is more robust than k-means. K-medoids 

helps to minimize the dissimilarities between clusters 

of documents. There is also scope for concept based 

text classification as future research. 
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