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1.Introduction 
Data mining techniques are used for discovering 

unknown hidden patterns and to predict useful 

information to increase the profit of various 

organizations. Data mining is the extraction of 

implicit, previously unknown, and potentially useful 

information from data [1]. It involves methods at the 

intersection of artificial intelligence, machine 

learning, statistics, and database systems [2]. The 

methods include classification, clustering, prediction, 

association rule mining, sequential pattern mining. 

Association rule mining discovers relationships 

between items in a dataset irrespective of time, 

whereas sequential pattern mining (SPAM) considers 

time or order of transactions. SPM is used in various 

fields such as biological sequence analysis, web log 

click streams, medical treatment (e.g., symptoms and 

diseases) [3-7]. 

 
*Author for correspondence 

Natural disasters (e.g., earthquakes), science and 

engineering process, serial crime solving, telephone 

calling patterns, and customer purchase behaviour 

analysis [4]. 

 

The basic idea of SPM was first introduced by [5] for 

the problem of customer purchase sequence, as 

follows: “Given a set consist of a number of 

sequences, where each sequence consists of a list of 

events or transactions and each event consists of a 

set of items, with a given a minimum support 

threshold, SPM is required to find all Sequential 

patterns (SPs), that is, the subsequence’s whose 

occurrence frequency in the set of sequences is 

greater than minimum support threshold.” It is 

computationally complex and challenging because 

such mining may create large number of candidate 

sequences or in other words intermediate 

subsequence’s. Since the amount of the processed 

data in mining SP (sequential pattern) tends to be 
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huge, it is important to design methods to mine data 

efficiently with minimum computational cost. The 

main techniques used for frequent itemset mining are 

similar to those introduced for SPAM.   

 

SPAM can be explained by considering the following 

market basket analysis example. Market basket 

analysis includes information that can be used to 

construct the purchasing history for each customer to 

form sequences with time stamp in ascending order. 

The main purpose of analysing historical shopping 

history data is to send promotion and advertisements 

to only selected valuable customers to increase the 

organization’s profitability. The purchase history of 

each can be generalized as shown in the Table 1 

below, where C1, C2, C3, C4 are customer IDs and 

apple, banana, carrot, diaper, egg, frozen chickens 

and grapes, are the various item purchases by them. 

They are denoted by starting letters. The items 

purchased together in a single transaction are 

enclosed in parenthesis. Each sequence includes 

purchase transactions, of each customer, ordered by 

sequence, placing transaction in the first place and 

last in last place with the notion of time. 

 

Table 1 An example of customer purchase history 

Customer-Id Transaction Sequence 

C1 b(bc)(bec)c(df)e 

C2 (abd)e(b)(ab) 

C3 (fg)(ba)(de)(bc) 

C4 ge(fa)abc 

 

As shown in the above table, each sequence consists 

of a number of transactions. The transaction is also 

called event or itemset occur at certain period of 

time, so the number of transactions in a sequence is 

ordered according with respect to time. For instance, 

the first sequence C1 includes six transactions or 

itemsets. The first transaction in the sequence C1 

include product b then, second transaction includes 

two items b and c purchased at the same time, third 

transaction includes three items b, e and c. In each 

transaction order does not matter, e.g. in the second 

transaction bc and cb are same. Furthermore an item 

may appear more than once in a sequence. For 

instance, an item b appears more than once in the first 

three transactions. 

 

2.Problem statement  
This work investigated the mining top-k closed SP 

(TSP) [5] and efficient mining of Top-k SPAM 

algorithm (TKS) [6] on different test data. The data 

sets were divided into two categories. The first 

consists of synthetic data sets and real life data sets 

come in the second category. The performance of the 

two algorithms was evaluated on the bases of various 

key features and characteristics of the underlying data 

sets. 

  

3.Literature review 

The SPAM techniques are broadly categorized into 

three types: apriori based, pattern growth based, and 

top-k based. The earliest approach is based on apriori 

principle, called generalized SP (GSP) developed by 

Agrawal and Shrikant [5]. It implements a candidate 

generate-and-test approach using horizontal data 

layout. The three key features of apriori based 

algorithm are (i) candidate generate and test, (ii) 

breath first search (level wise search) and (iii) 

multiple scans of the database. Since the length of 

each candidate sequence grows by one at each 

database scan, the apriori-based method must scan 

the database at least k times. Because of multiple 

database scans, huge sets of candidate sequences are 

generated. These intermediate subsequence’s grow 

exponentially to discover the required SPs. To 

decrease the number of sequential patterns found and 

find more valuable patterns, researchers have also 

suggested integrating constraints in sequential pattern 

mining [8]. Besides horizontal data formatting 

method used by GSP, the vertical data format can 

also be used. In vertical data format identifiers (id) or 

bitmap is used to represent transactions of items. In 

this format, the sequence database is converted into a 

vertical id list. The id list is a list of (sequence-id, 

timestamp) pairs indicating the occurrence time of 

the item in that sequence. SP discovery using 

equivalence classes (SPADE) technique completes 

database scanning in three phases using the searching 

approach of id-list intersections adopt a candidate 

generate-and-test approach using vertical data format 

(where the data are represented as <itemset: 

(sequence_ID, event_ID) >). The vertical data format 

can be obtained by transforming from a horizontally 

formatted sequence database in just one scan; 

however the basic methodology is breadth-first 

search and Apriori pruning [9]. Despite the pruning 

SPADE have to generate large sets of candidates in 

breadth-first manner in order to grow longer 

sequences [10-12]. However, to convert horizontal 

format to vertical format, requires high computational 

cost, which includes additional processing time and 

additional storage space, multiple times larger than 

the original sequence database [13-15]. 

 

The prefix-projected SPAM (PrefixSpan) is another 

algorithm based on horizontal layout, and used 

pattern-growth approach for SPAM [10]. In this 
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methodology first all frequent items are generated 

after scanning original database only once. After that 

huge set of projected databases are generated 

according to the number of frequent items. The 

projected databases are smaller databases depends on 

the number of frequent items generated in the first 

scan of the database. Each projected database is then 

called recursively into growing subsequence’s of 

fragments to find the complete set of SPs. Using the 

divide and conquer strategy, PrefixSpan algorithm 

successfully generates SP. However, due to the 

generation of large numbers of projected databases 

the storage cost is high [16]. SPAM combines best 

features of SPADE, GSP and FreeSpan techniques 

[11]. It is based on bitmap vertical format 

representation, which is similar to the id-list approach 

to SPADE technique. Both SPADE and SPAM uses 

candidate generate and test approach using vertical 

format. Vertical format, the data is represented as 

sequence-id and transaction-id. SPAM uses depth 

first search strategy, completely fit into main 

memory. As compared to SPADE, SPAM is more 

efficient in terms of execution time. SPADE is more 

memory efficient than SPAM [15]. SPAM performs 

better than PrefixSpan on particular datasets having 

sparse and dense characteristics; SPAM is much 

slower than PrefixSpan with pseudo projection 

technique [14]. 

 

SPAM algorithms based on bitmap representation are 

very efficient for support counting using a vertical 

format by avoiding multiple scan of the database. 

However, the main performance bottleneck of 

vertical mining algorithms is that it takes lots of time 

in evaluating candidates that are infrequent or they 

are not relevant patterns [17]. To tackle this problem, 

co-occurrence map (CMAP) is developed. CMAPs 

are integrated in two state of the art vertical mining 

SPAM algorithms SPADE and SPAM with CM-

SPADE [18]. Several efficient algorithms have been 

proposed for sequential data mining and one of them 

is a CM-SPAM algorithm [19]. All these algorithms 

are either directly or indirectly based on the apriori 

principle. Apriori property is used to trim the search 

space by throwing out the irrelevant patterns. For a 

pattern to be called a SP, it must satisfy the minimum 

support criterion. It is called downward closed or 

anti-monotonic. It is not further used in candidate 

generation, if the pattern support is less than 

minimum support threshold. In this way, large search 

space is pruned to make the search space more 

compact in order to discover SPs more efficiently [2].  

In Top-k sequential pattern mining, only two 

techniques are available, i.e. TSP and TKS. TSP 

method is the first technique used for discovering the 

top-k closed SPs.  

 

It is based on the PrefixSpan algorithm. TSP uses a 

search strategy that implements multi-pass approach. 

Initially, it discovers top-k frequent patterns, and then 

the minimum support is dynamically raised to prune 

the huge search space. It performs efficient closed 

SPAM with constraints and optimization techniques. 

 

TKS is another algorithm for discovering the top-k 

SPs in a sequence database, which is based on SPAM 

algorithm. It has a new search strategy with an 

efficient support counting mechanism to generate 

candidates [8]. Due to vertical data representation 

support is performed easily using bitmaps, without 

scanning database again and again. The major 

disadvantage of TKS is that it uses large memory 

space to store the bitmaps and the computational cost 

in data conversion from horizontal to vertical data 

layout. In vertical bitmap representation, TKS is not 

efficient in terms of space utilization due to the fact 

that when an item is not present in an 

event/transaction, it requires storing zero in the 

bitmap to represent this element [20]. TKS uses a 

sequence tree to store the items Lexo-graphically. All 

sequences in the tree can be extended by either 

sequence extension or as an itemset extension. In 

sequence-extension sequence is generated by adding 

a new itemset consisting of a single item to the end of 

its parent’s sequence in the tree. An itemset-

extension includes adding an item to the last itemset 

in the parent’s sequence [13]. 

 

4.Methodology 
In this paper, we used an improved version of the old 

TKS algorithm. The novel TKS is based on CM-

SPAM. As discussed above, it is an improved version 

of SPAM algorithm. So we can say that, we are using 

an improved version of the old technique. We 

compared the performance of TKS with TSP, the 

state-of-the-art algorithm for top-k sequential pattern 

mining. All algorithms were implemented in Java. 

The source code of all algorithms and datasets can be 

downloaded as part of the SPMF data mining 

framework. [21]   Experiments were conducted on 

five real datasets and eight synthetic datasets having 

varied statistics. We investigated the impact of 

different parameters of the data generated on the 

running time of each algorithm. The parameters that 

we varied were the number of sequences in the 

dataset, average numbers of item sets per sequence, 

average number of distinct items per sequence by 

varying k parameter. 
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4.1Experimental evaluation 

In this section, we report our experimental results on 

the performance of the TKS and TSP by using 

synthetic and real life data sets. We performed 

multiple experiments to evaluate the functioning of 

the TKS algorithm. Experiments were done on a 

computer with a third generation Core i5 processor 

running Windows 8 and 4 GB of RAM. 

 
4.1.1Execution time analysis of real datasets 

From this experiment, TSP performs more efficiently 

for BMSI_spmf and TKS perform efficiently for 

dataset sign. Now we discuss the statistics of real 

data sets. Datasets as shown in the Table 2.  

 

By considering k=1000 to 3000 from BMSI_spmf. It 

contains 59601 number of sequences, the unique item 

count is 497, average number of itemsets per 

sequence are 2.5 and the average number of distinct 

items per sequence is 2.5. Similarly for sign dataset, 

total number of sequences is 730, number of distinct 

items are 267. But the average number of itemsets 

and distinct item per sequence is high as compared to 

BMSI_spmf datasets, which is 51.99. Hence the 

result shows that if the sequence contain a large 

number of  itemsets and  large number of distinct 

items, then TKS performs more efficiently as 

compared to TSP. But for those sequences, which 

contain the minimum number of itemsets and number 

of distinct items, TSP performs more efficiently as 

compared to TKS. The graphical representation for 

other datasets is not shown due to out of memory 

error for large value of k. While considering the 

execution time for small values of k, TKS performs 

more efficiently as compared to TSP as shown in 

Figure 1 and Figure 2. 

 

 

 

 

Table 2 Real life dataset statistics 

Datasets Type Seq Count Distinct Item  Avg Itemsets  Avg Distinct 

BMSI_spmf web click 

stream 

59601 497 2.5 2.5 

SIGN language 

utterances 

730 267 51.99 51.99 

MSNBC click-stream 31,790 17 13.33 5.3 

LEVIATHAN book 5834 9025 33.8 26.34 

KOSARAK10K click-stream 

data 

10000 10094 8.1407 8.1407 

SNAKE Protein     

Sequences 

163 20 60.61 17.84 

 

 
(a) 

 
(b) 

Figure 1 Execution time of real datasets for large value of k 
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(a) 

 
(b) 

Figure 2 Execution time of real datasets for small 

value of k 

 
4.1.2Memory usage analysis of real datasets 

As shown in Figure 3, the memory results vary with 

changing k value for both TSP and TKS. It gives 

representative results for small and large value of k. 

For large values of k, TKS requires more space as 

shown in the Figure 3 due to a large number of 

candidate generation. TKS is based on CM_Spam 

technique which consumes more memory due to a 

costly bitmap intersection and candidate generation. 

Bitmap contains ones to represent the existence of 

each item and zeros to represent the absence of each 

item. 

 

For low value of k, TSP is more memory efficient as 

in case of leviathan and sign datasets. By considering 

the statistics of both datasets, as shown in Table 2. 

The sign datasets contain 730 numbers of sequences, 

the number of distinct count is 267 and the average 

number of distinct items per sequence is 51.99 and 

the average number of itemsets per sequence is also 

51.99, which is high as compared to the average 

number of itemsets in leviathan datasets, which is 

33.8 and 26.4 respectively.  

 

Though the number of sequences in leviathan is 5834 

which is high as compared to sign, which is 730.In 

other words, we can say TSP is more efficient in 

terms of memory than TKS for a minimum average 

number of itemsets and distinct items in each 

sequence.   

 

 
Figure 3 Results of memory usage by leviathan 

 

Synthetic Data Generation 

To test both techniques we generated numerous 

synthetic datasets using SPMF generate sequence 

database tool. There are several factors that we 

considered while comparing TKS against TSP. These 

factors are listed in Table 3. We also compared the 

performance of the algorithms by varying k value for 

several datasets of different sizes. 

 

Table 3 Synthetic dataset statistics 

Datasets Sequence 

count 

Distinct 

count 

Avg 

itemsets  

Avg 

distinct 

DS100DISI232 100 232 7.4 7.4 

DS50DISI644 50 644 7 20.78 

DS500DISI20 500 20 7 13.65 

DS600DISI30 600 30 7 15.6 

DS5000DIS1000 5000 1000 7 20.8 

DS5000DIS50 5000 50 7 17.5 

DS5000DIS50 5000 50 100 40.90 

DS5000DIS50 10000 50 7 17.5 
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(a) 

 
(b) 

Figure 4 Memory usage of synthetic datasets 

 

TSP outperforms TKS slightly on sequences with 

small length, but on long sequences TKS outperforms 

TSP. The results of these tests are shown in Figure 4 

and Figure 5. The primary reason that TKS performs 

so well for large datasets is due to the bitmap 

representation of the data for efficient counting. The 

counting process is critical because it is performed 

many times at each recursive step, and TKS handles 

it in an extremely efficient manner. For the short 

length sequence dataset, the initial overhead needed 

to set up and use the bitmap representation in some 

cases outweighs the benefits of faster counting and 

because of this TSP runs slightly faster for small 

datasets. As candidate sequences become longer, we 

recurs more levels down the tree and counting 

becomes more and more important. Overall, our 

runtime tests show that TKS excels at finding the 

frequent sequences for many different types of large 

dataset. Our second method of testing compared to 

the performance of the algorithms as several 

parameters in the dataset generated was varied. 

Experiments show that as the average number of 

distinct items per sequence increases, and the number 

of sequences decreases, the performance of TKS 

increases even further relative to the performance of 

the TSP. 

 

We first ran TKS and TSP on each dataset while 

varying k from 1000 to 5000 (typical values for a 

top-k pattern mining algorithm) to assess the 

influence of k on the execution time and the memory 

usage of the algorithms. Execution time results for k 

=1000, 2000 and 3000 are shown in Table 4. As it 

can be seen in the above table, results for the dataset, 

DS50DISI644 is not given, due to run out of memory 

during the execution of TSP algorithm. As, it is a 

dense dataset with long length sequence, having low 

sequence count and high average number of itemsets. 

For other datasets, both techniques give a 

representative result. 

 

 

 

Table 4 Execution time of synthetic datasets for large value of k 

Dataset Algorithm Execution Time(MS) 

k=1000 k=2000 k=3000 k=4000 k=5000 

DS100DIS232 TKS 46 94 78 1140 687 

TSP 47 94 125 1984 2672 

DS50DISI644 

 

TKS 264 4000 5250 O.O.M O.O.M 

TSP O.O.M O.O.M O.O.M O.O.M O.O.M 

DIS500DIS120 

 

TKS 578 875 1133 1423 1723 

TSP 475 761 948 1092 1254 

DIS600DIS132 

 

TKS 922 1125 1313 1469 1578 

TSP 578 687 891 937 1000 

DS5000DIS1000 

 

TKS 923 1756 2362 3907 5007 

TSP 1141 1280 1399 1849 1935 

DS5000DIS50 TKS 2593 8907 16325 18703 19110 

TSP 2360 3742 4576 5221 5350 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5 Execution time of Synthetic datasets for 

large value of k 

 

 
(a) 

 
(b) 

Figure 6 Execution time of synthetic datasets for 

small value of k 
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For low value of k TKS perform more efficiently 

than the TSP. But in case of DS50DISI644 as shown 

in Figure 6, it performs efficiently for low values of 

k. It gives out of memory error for high value of k. 

The reason behind this is when the sequence is long, 

then the size of the projected database is also very 

large, which is costly, so TSP is not considered as an 

efficient technique for a dense long sequence. If the 

sequence is not very long, then TSP outperforms 

TKS, even if the database contains a number of 

sequences. When we talk about biological sequences, 

e.g.; DNA and protein sequences, then both 

techniques are not considered efficient. This can be 

proved by taking a very dense synthetic dataset, both 

techniques give an out of memory error due to 

dynamic increased with the size of the heap.  

 

5.Conclusion and future work  
The TKS techniques were compared for both small 

and large values of k parameter, before it was only 

compared for large values of k, which is not the 

requirement of the expected results. Secondly, it was 

tested on synthetic datasets for the first time, before it 

was only tested on real life datasets. Furthermore, the 

TKS is based on CM-SPAM, before it was based on 

SPAM technique. So the improved version of TKS 

technique is used in this research. In this paper, we 

present the performance of the TKS technique to 

efficiently discover Top-k sequential patterns in a 

given sequence database. We used an improved 

version of TKS based on CM-SPAM. CM-SPAM is 

an improved version of SPAM algorithm. 

Experimental results demonstrated that TKS 

algorithm outperforms TSP algorithm on dense 

datasets, but for a small length sequence, TSP outer 

performs than TKS even if the number of the 

sequence count is high. In other words, we can say 

that TSP outperforms TKS slightly on a short 

sequence datasets with maximum number of 

sequences, but on long sequence datasets TKS 

outperforms TSP by over an order of magnitude. 

Furthermore, experiments show that as the average 

number of distinct items and average number of 

itemsets per sequence increases, and the number of 

sequence decreases, the performance of TKS 

increases even further relative to the performance of 

the TSP. Due to the continuous addition of large 

amounts of data in the databases, the idea of 

sequential pattern mining is becoming popular. 

Several algorithms have been developed that are used 

for mining the sequential patterns in the data. These 

algorithms have proved to be more efficient for 

smaller databases, simply when the size of the 

database is increased, their performance may go 

down. Hence these methods have to be amended in 

order to do the mining processes in a safer direction. 
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