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1.Introduction 
In the current situation diabetes is the leading cause 

of death with the ranking of ninth among all diseases 

worldwide [1]. An estimation of approximately 1.5 

million deaths by this disease [1]. The reports suggest 

that the diseases can be handled in better way if it is 

detected in the early stages [2−7].  There are several 

algorithms including machine learning algorithms 

can be helpful in disease diagnosis and detection 

including diabetes [8−13]. These algorithms are k-

nearest neighbors (KNN), logistic regression (LR), 

Naïve Bayes (NB), support vector machine (SVM), 

Decision Tree (DT), random forest (RF), 

convolutional neural network (CNN), etc. [10−18]. 

The clustering algorithms are also helpful in the same 

for these purposes like k-means and fuzzy c-means 

(FCM). The main aim of these approaches is to detect 

and predict the diseases in the early stage with higher 

accuracy. So, the main aim of this paper is to apply 

the combination of clustering and classification. In 

this approach k-means and the combination of k-

points have been considered for the betterment. 

Clustering algorithm will work better if the centroid 

estimation is accurate. So, our main aim is to improve 

the estimation through k-points. 
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So, in this paper the main focus of our work is relies 

on the clustering and classification techniques. So 

that a hybrid approach can be developed to 

collaborate the capability of both and which will be 

helpful in the performance estimation of the diabetes 

data. 

 

2.Literature survey 
In 2021, Khanam and Foo [19], applied the machine 

learning algorithms, neural networks and data mining 

techniques on the collected data. They used the data 

of 768 patients with nine unique attributes from Pima 

Indian Diabetes (PID) dataset collected from UCI 

repository of machine learning. The data was pre-

processed by WEKA tool. They applied the KNN, 

LR, NB, SVM, DT, RF and AdaBoost as the machine 

learning classification algorithms. They used the K-

fold cross validation for testing the machine learning 

performance. A neural network with one, two and 

three hidden layers was developed. They found the 

accuracy greater than 70% in all the applied 

classifiers. The support vector machine and logistic 

regression provided 77%-78% of accuracy in both 

training and testing dataset. The neural network 

model was considered as efficient for analyzing the 

diabetes with the accuracy of 86%.  
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In 2021 Frimpong et al. [20], proposed a model of 

feedforward artificial neural network (FFANN). They 

implemented it with the dense neural network having 

three hidden layers. Each layer of this network was 

activated by using the rectified linear unit (ReLu). 

They considered the dataset of 768 from Pima Indian 

Diabetes having type-2 diabetes with eight attributes. 

The evaluation parameters considered were precision, 

accuracy and recall. They found the highest accuracy 

of 97.27% in training and 96.09% of accuracy in 

testing dataset for mainly type 2 diabetes patients. 

They have compared their results with other existing 

models of same research area.  

 

In 2021 Rasheed et al. [21], proposed a framework of 

machine learning for detecting the COVID-19 from 

the X-ray images. They used the generative 

adversarial network (GAN) for sample increasing and 

reducing the overfitting problem. The 198 X-ray 

images were provided by Joseph Paul Cohen 

pertaining to affected cases of COVID-19. They also 

considered the 210 X-ray images of Chest of the 

healthy individuals for the comparison. The LR and 

CNN were selected as the machine learning 

approach. They investigated the dimensionality 

reduction approach based on the Principal 

Component Analysis (PCA). The F1-score, recall and 

accuracy were used as the evaluated performance 

metrics. The CNN and LR achieved the accuracy of 

97.6% and the 95.2%. They found that the proposed 

methods attained the higher accuracy of 100% when 

used with CNN and PCA and having variance of 

0.99. 

 

In 2021 Jackins et al. [22], took the three different 

datasets of cancer, diabetes and heart diseases from 

the wearable devices and the online repository. They 

applied the Gaussian NB and RF algorithm to 

estimate the system’s performance against the input 

data. The comparison of result among two applied 

algorithms was performed and random forest 

performs well and gave the accurate results in 

classifications. The performance measures used in 

comparison by the algorithm were F1-score, recall 

and accuracy. The accuracy of 74.03 was achieved in 

random forest for diabetes dataset, accuracy of 83.85 

for heart disease dataset and accuracy of 92.40 for the 

cancer dataset. Further, these results were compared 

with density based spatial clustering of applications 

with noise (DBSCAN) and K-means clustering to 

identify the effectiveness of the algorithm. It was 

found that after comparing the results the random 

forest performed well. They mentioned that as a 

limitation their model has the more processing time. 

In 2021 Marcos-Zambrano et al. [23] proposed a 

review of different machine learning algorithms 

applied to the human microbiome. They discussed 

different supervised, unsupervised and clustering 

techniques which are helpful in medical field. They 

discussed the various resources available for dataset 

and different methods and approaches helpful in 

detection and prediction of disease. 

 

In 2021 Islam et al. [24] proposed an approach for 

predicting whether the person is diabetic or not from 

the retina images. They considered two datasets. One 

was the larger dataset taken from EyePACS having 

80,000 retinal images and a smaller dataset from 

QBB retina images. They developed a multi-stage 

CNN. The performance was evaluated with the 

combination of Gradient Boosting Machines 

(GBMs). XGBoost (XGB) was used for the GBM 

implementation. They achieved the accuracy of 84.47 

from DiaNet and 80.65 from QBBNet. Due to the 

limited number of retinal images the expected 

accuracy was less.  

 

In 2021 Rahman et al. [25] identified some 

pathogentic processes and pathways arise between 

Schizophrenia and type 2 diabetes mellitus (T2DM). 

They analyzed mononuclear cell data from 

Schizophrenia and T2DM. They used the two 

GSE18312 and GSE27383 as the dataset of 

Schizophrenia and performed meta-analysis on them 

by using the ImaGeo web-utility. The GSE9006 

dataset was considered for T2DM. It was pre-

processed and analyzed by Web-utility of 

NetworkAnalyst. They selected the differentially 

expresses genes (DEGs). They revealed 28 genes 

dyregulated in T2DM and schizophrenia; that 

potentially promote the T2DM in schizophrenia 

patients. They predicted some regulators between 

T2DM and schizophrenia.  

 

In 2021 Ishaq et al. [26] analyzed the dataset of 194 

men and 105 women derived from UCI machine 

learning repository. They tried to identify the 

significant features, some data mining techniques for 

boosting the accuracy for prediction. Decision tree, 

logistic regression, random forest, stochastic gradient 

classifier, gradient boosting algorithm, support vector 

machine, Gaussian naïve bayes, extra tree classifier, 

Adaptive boosting classifier were employed and 

compared. To handle the class imbalance problem, 

they applied the synthetic minority oversampling 

technique (SMOTE).  They considered balanced 

dataset and evaluated them on the metrics of recall, 

accuracy, f-score and precision. It has been found 
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that extra tree classifier outperformed from other 

models with an accuracy of 92%, recall and f-score 

of 0.933 by using nine significant features of SMOTE 

technique. They advised to use meta-heuristic for 

better feature selections arise due to NP-hard nature. 

 

The overall review analysis focus on the efficient 

prediction and detection of the diseases. Although 

there are several approaches are already there in the 

direction for the same purpose. But the major 

problem is the symptoms variations and the 

applicability of the approaches.   

 

3.Proposed work 
In this paper k-means clustering algorithm has been 

used with k-points (KMK) selection with the help of 

KNN algorithm. It has been used for distance 

estimation, centroid selection, effect of data size 

variations and for the analysis of the complete record. 

Steps and the procedure for the KMK are shown 

below: 

 

KMK algorithm steps: 

Step 1: Initialize the k-point centroid. 

Step 2: Randomly assign the centroid based on the k-

point selection based on the weight vector from the 

training set. 

Step 3: For each individual iterations, determine the 

minimum and maximum difference based on distance 

calculation. 

Step 4: Iterate the cluster till the n-1 data points. 

Step 5: Check the minimum variance and similarity 

score. 

Step 6: Assign the data points in the appropriate 

clusters. 

Step 7: Compute the performances. 

 

For the analysis of the approach, PIMA Indian 

diabetes dataset was considered. At the initial stage 

data preprocessing has been performed. Then by the 

help of KNN algorithm, k-points have been selected 

for the centroid initialization in the k-means 

algorithm.  For the similarity estimation different 

distance algorithms have been considered like 

Euclidean, Pearson Coefficient, Chebyshev and 

Canberra. Our approach is capable in analyzing the 

distance performances as well as the data size impact. 

The complete procedure is shown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Overall process formation and steps of the approach 

 

4.Results and discussion 
Positive predictive value has been considered for the 

analysis of k-means and KMK. It is calculated by 

true positive/true positive + false positive. Figure 2 

shows the PPV of k-means based on random variable. 

Figure 3 shows the average PPV of k-means based 

on random variable. Figure 4 shows the PPV of 

KMK based on random variable. Figure 5 shows the 

average PPV of KMK based on random variable. The 

results indicate that the maximum accuracy achieved 

through the k-means algorithm is approximately 82% 

and from the KMK it is approximately 91%. It is due 

to the better centroid selection mechanism by k-point 

selection. So, the obtained clusters are better in 

comparison to k-means. Hence the performance has 

been improved from our approach.  

 

Dataset 

Data Preprocessing 
K-point estimation 

Centroid analysis 

Distance measure and 
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Figure 2 PPV of k-means based on random variable 

 

 
Figure 3 Average PPV of k-means based on random variable 

 

 
Figure 4 PPV of KMK based on random variable 
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Figure 5 Average PPV of KMK based on random variable 

 

5.Conclusion  
This paper explores the k-means algorithm to 

improve the data point assignment mechanism. For 

this purpose, k-means algorithm has been combined 

with k-points in the initial phase. The k points are 

calculated based on the weight matrix from the 

complete training data. It is helpful in the 

segmentation of the complete attributes. So, the 

initial centroids are capable in improving the 

similarity score at the time of cluster assignment. The 

results are found to be prominent in case of KMK 

approach. 
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