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1.Introduction 
Cardiovascular diseases (CVDs) are the most 

common cause of death around the world. CVDs 

claimed the lives of 17.9 million individuals 

worldwide in 2019, accounting for 32% of all deaths. 

Heart attacks and strokes are sudden occurrences 

caused by a blockage in the blood supply to the heart 

or brain. Heart attacks and strokes were responsible 

for 85% of these deaths [1]. Heart Disease is one of 

the most difficult and life-threatening human 

disorders. In this disease, the heart is frequently 

unable to pump enough blood to other regions of the 

body to meet the body's regular functions, and as a 

result, heart failure develops [2]. Early detection of a 

heart attack can dramatically reduce the risk of the 

attack occurring. Medical practitioners' daily practice 

generated a wealth of datasets that can be evaluated 

to establish the key qualities to look for when 

diagnosing a heart attack [3]. Many people die as a 

result of symptoms that were previously unidentified 

or simply neglected. It's past time to forecast heart 

disease before it strikes. Heart disease is caused by a 

number of factors like blood pressure, high 

cholesterol, alcoholic beverages, sugar, smoking, 

CVD, hypertensive heart and a lack of physical 

activity are only a few of them [1]. 
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Machine learning is an analytical tool that is utilized 

when a task is vast and complex to programme. It is 

becoming an important tool in the health-care 

business to aid with patient diagnosis [4]. Surgical 

treatment of heart disease is difficult, especially in 

underdeveloped countries that lack skilled medical 

personnel, diagnostic equipment, and other resources 

needed for proper diagnosis and care of heart 

patients. The precise assessment of the risk of cardiac 

failure would aid in the prevention of serious heart 

attacks and enhance patient safety. When educated on 

appropriate data, machine learning algorithms can be 

useful in identifying diseases. For the purpose of 

comparing prediction models, public datasets on 

heart disease are accessible. Several research have 

been carried out to investigate the application of 

machine learning for diagnostic purposes [5,6]. Most 

of the studies have considered the Cleveland dataset 

from the University of California, Irvine (UCI) 

repository for the training and testing of the various 

machine learning models, which has been used by a 

number of researchers. For the purpose of comparing 

prediction models, public datasets on heart disease 

are accessible. The development of machine learning 

and artificial intelligence aids researchers in 

developing the best prediction model possible 

utilizing the enormous databases at their disposal [6–

8]. With the help of sensors and IoTs, a new idea of 

chronic cardiac monitoring and remote distribution of 
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smart hospital selection via mHealth is offered. 

Through the decision-making approach, the 

framework can also serve all health emergency levels 

of CVD patients i.e., Peril, critical, and ailing and 

successfully address healthcare service availability 

for all CVD emergency levels of patients [10]. So, in 

all it is found that the early detection or prediction of 

heart disease can be performed by with the help of 

various machine learning techniques, applicability of 

IoT sensors, deep learning, Neural Networks etc. 

[11–18]. Distinct studies have looked into different 

types of classifiers for predicting CVDs, including 

single and meta classifiers. When a single classifier 

fails to perform as expected, an ensemble classifier 

may be used to provide a significant improvement 

over the individual classifier. It was found that 

ensemble classifiers are more resilient and sufficient 

for illness prediction than individual classifiers since 

they train several classifiers to anticipate the final 

prediction outcome [19–24]. As per the research, the 

ensemble classifiers outperformed the 

individual/single classifiers in a variety of other 

applications fields. A variety of base classifiers and 

their combinations were used for the evaluation of 

performance of different classifiers [6, 14, 15]. 

 

As a result, we proposed the gathering of relevant 

data on all aspects of our field of study, training and 

testing the data using the discussion on machine 

learning method, and predicting the likelihood of a 

patient contracting a cardiac ailment. This study is 

helpful to provide a review on the various aspects 

associated with the heart disease and discussing the 

different methods and techniques suitable for the 

identification of heart disease. They're employed to 

recognize arrangements that help with forecasting 

and controlling mechanisms for the analysis and the 

part of treatment. Machine learning techniques, as 

outlined in multiple recent research, have the 

potential to provide high accuracy in categorization 

when compared to traditional data classification 

processes [16−18]. The remaining paper has been 

organized in the following way. Section 2 shows the 

literature review. Methodological analysis is shown 

in section 3 along with the discussion. Finally, 

conclusion of the review of literature has been 

provided. 

 

2.Literature review 
In this section literature review has been discussed 

and analyzed. It covers the methodological discussion 

and the results of the approach along with the 

advantages and limitations.  

 

In 2020, Tougui et al. [25] used the UCI dataset for 

experimentation. There are a total of 13 features and 

303 instances. Out of these 303 instances 164 are the 

healthy subjects and Cardiovascular illness affects 

139 people. They chose to examine six popular data 

mining tools: Orange, Weka, RapidMiner, Knime, 

Matlab, and Scikit-Learn by identifying heart disease. 

logistic regression (LR), support vector machine 

(SVM), k-nearest neighbors (KNN), artificial neural 

network (ANN), naive Bayes (NB), and random 

forest (RF) were used in this study. The performance 

metrics selected for this comparison are confusion 

matrix, sensitivity, accuracy and sensitivity. ANN 

was found to be prominent in all. This attained the 

accuracy of 85.86%, sensitivity of 83.94% and 

specificity of 87.50%. The specificity of SVM for 

RapidMiner’s achieved as 94.38%. 

 

In 2019, Kannan and Vasanthi [26] considered the 

dataset of Cleveland. There were 303 records in total, 

with 14 variables of the Cleveland. The data was 

divided into 70% for training and 30% of testing. RF, 

LR, stochastic gradient boosting (SGB), and SVM 

were used for the experimentation. The receiver 

operating characteristics (ROC) was used to evaluate 

the performance, with the fundamental evaluation 

measurements of specificity and sensitivity. They 

performed the comparison between area under curve 

(AUC) and accuracy of different used machine 

models. They found the AUC of 91.61% and 86.51% 

in case of LR, AUC of 89.53% and 80.89% in 

random forest, AUC of 90.70% and 84.26% in 

stochastic gradient boosting, and AUC of 88.26% and 

79.77% in SVM. They proposed that there is a need 

to predict the heart disease with the help of tensor 

flow and deep learning algorithms with the help of 

more datasets. 

 

In 2020, Tama et al. [27] considered the four 

different datasets. The names of datasets were Z-

Alizadeh Sani, Statlog, Cleveland and Hungarian. 

Each dataset comprised 54, 13, 13, and 13 as the 

features, as well as 303, 261, 303, and 294 instances. 

The datasets considered the patients who had the 

coronary heart disease. They proposed the two-tier 

ensemble which further built-up on three distinct 

classifiers i.e., RF, gradient boosting machine 

(GBM), extreme gradient boosting machine 

(XGBoost). The performance of proposed method 

two-tier ensemble was compared with decision tree 

(DT), classification and regression tree (CART), RF, 

GBM, XGBoost. The performed this comparison 

with AUC and Friedman rank was calculated. The 

proposed method attained the AUC of 99.70% for the 
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Z-Alizadeh Sani, AUC of 93.42% for the Statlog, 

AUC of 85.86% for the Cleveland, AUC of 92.98% 

for the Hungarian. The Friedman rank achieved for 

the proposed method was 1.50. It's worth noting that 

the lower the classifier's rank, the better the classifier. 

The proposed model was able to outperform state-of-

the-art coronary heart disease (CHD) detection based 

on the experimental data. 

 

In 2022, Saboor et al. [28] performed study on the 

publically available datasets. They used the dataset 

from Cleveland Clinic foundation, StatLog and Z-

Alizadeh. The considered datasets have 303 records, 

270 records and again the 303 records corresponding 

to each selected dataset. RF, linear discriminant 

analysis (LDA), CART, LR, XGBoost, SVM, etc. 

were applied. The k-fold classification was applied to 

each selected model. The performance measures 

selected for these various models were like precision, 

recall, and accuracy and F measure. It was found that 

SVM attained the maximum accuracy of 96.72% 

whereas CART achieved the lowest accuracy of 

83.66%. It was found that there was a problem that 

the classifier prediction accuracy improves as the 

dataset size grows larger, but after a certain point, 

growing dataset size has a negative impact. This has 

a negative impact on the predictability of the 

classifier. 

 

In 2019, Gonsalves et al. [29] used the South African 

heart disease dataset for their study, it is a subset of a 

larger dataset. It has a total of 462 instances and ten 

attributes, 9 of which are independent factors and 1 is 

the variable. The dataset represents a retrospective 

sample of males in the Western Cape, South Africa, 

in a high-risk zone for heart disease-knowledge 

extraction based on evolutionary learning (KEEL). 

They applied the three different machine learning 

algorithms named as NB, SVM and DT on the 

dataset. They have considered ten-fold validation. 

Among all the other models the NB model turn out to 

be best and achieved the sensitivity of 63%, 

specificity of 76.16%. 

 

In 2022, Phasinam et al. [30] employed the dataset 

taken from UCI repository and applied various 

machine learning models to predict the heart disease. 

They used the Iterative Dichotomiser 3 (ID3), SVM, 

C4.5, and NB to analyses the Cleveland dataset, 

which had 303 entries. The accuracy of all the 

models were calculated and compared. It was found 

that overall SVM had the better results with less 

errors. The accuracy achieved for SVM, C4.5, ID3 

and Naïve Bayes was 92%, 85%, 78%, 70% whereas 

the error rate achieved was 8%, 14%, 22%, and 28%.  

 

In 2021, Bharti et al. [31] considered the four 

publicly available dataset named as Cleveland, 

Switzerland, Long Beach V and Hungary. They 

contained 76 attributes. In the dataset, heart illness 

occurred 54.46% of the time, while no heart disease 

occurred 45.54% of the time. The dataset has 14 

primary attributes that were used in the study. They 

used the LR, KNN, DT, RF, SVM and the XGBoost. 

Deep learning with two different ways such as 

sequential model and functional deep learning to 

predict the performance on chosen dataset. The 

accuracy, precision, confusion matrix, F1 score, 

sensitivity was used as the performance metrics for 

these selected algorithms. It was found that deep 

learning model achieved the highest accuracy of 

94.2%, specificity of 83.1% and sensitivity of 82.3% 

whereas RF attained the lowest accuracy of 80.3%, 

specificity of 78.7% and sensitivity of 78.2%. It was 

found that if a large dataset is available, the results 

will be more accurate and can greatly improve deep 

learning and machine learning models.  

 

In 2019, Mohan et al. [32] used the Cleveland 

dataset. This dataset contains the records of 303 

patients. Out of which 6 records had some missing 

values so they were excluded and finally the data of 

297 patients were considered. They proposed the 

hybrid model of random forest with the linear model 

(HRFLM). The various techniques like NB, LR, 

SVM, DT, deep learning, RF, GBT, VOTE and 

generalized linear model were used for the 

comparison with the proposed hybrid model. The 

performance measures considered were accuracy, 

sensitivity and specificity were used.  The proposed 

HRFLM achieved the accuracy of 88.4%, precision 

of 90.1%, F-measure of 90%, sensitivity of 92.8% 

and specificity of 82.6%. 

 

In 2019, Louridi et al. [33] used the Cleveland dataset 

for the prediction of heart disease. This dataset 

consisted of 13 attributes and 303 instances. They 

applied the SVM, KNN and NB. The performance 

measure considered was specificity, sensitivity, f1-

score, precision, recall and accuracy as the 

performance measures. It was found that SVM 

achieved the highest accuracy of 86.8%.   

 

In 2019, Alotaibi [34] presented an implementation 

of machine learning techniques on the Cleveland 

dataset. This dataset had 14 attributes. It was 

collected from Kaggle. They applied various DT, LR, 
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RF, NB and SVM. Ten-fold cross validation was 

used for the validation. They used RapidMiner, Weka 

and Matlab. The highest accuracy of 93.19% was 

attained by DT whereas NB attained the lowest 

accuracy of 87.27%. They suggested to use the 

dataset of large number of patients.  

 

In 2020, Rajdhan et al. [35] considered the Cleveland 

dataset available in Kaggle. It contains total 76 

attributes but they used only 14 attributes. NB, DT, 

RF and LR were applied. RF achieved the highest 

accuracy of 90.16% whereas DT attained the lowest 

accuracy of 81.97%. The LR and NB both achieved 

the accuracy of 85.25%. They suggested that it will 

be more efficient to use it on web application and 

larger dataset would be more helpful.  

 

In 2021, Kavitha et al. [36] proposed the hybrid 

model using machine learning approaches on the 

Cleveland dataset for the prediction of heart disease. 

The Cleveland dataset comprises of 303 instances 

and 14 attributes. The 70% of dataset was used as the 

training dataset and 30% was used as the testing 

dataset. The hybrid model used was the combination 

of DT and RF. They used the Python 3.7.6 with 

sklearn libraries, matplotlib, pandas etc. The accuracy 

of hybrid model (decision tree and random model) 

was compared with accuracy of individual random 

forest and decision tree learning techniques. They 

found that decision tree attained the accuracy of 79%, 

random forest attained the accuracy of 81% whereas 

the hybrid of both these techniques achieved the 

accuracy of 88%. They proposed that deep learning 

model can give better results/outcomes.  

 

In 2020, Sharma et al. [37] considered the primary 

dataset collected from video of fingertip of index 

finger. The timespan of video was 5-35 seconds. The 

dataset used for the study was collected for the age 

group between 20 years to 50 years. These videos 

were recorded in Xiaomi Redmi Note 5 Pro. For the 

removal of noise from the dataset they used the 

Savitzky-Golay filter. After the collection of datasets, 

they proposed the modified artificial plant 

optimization (MAPO) for the calculation of heart 

rate. The preprocessing of dataset was performed and 

then further they applied the NB, ANN, LR and 

XGBoost. The performance measures considered 

were accuracy, precision and F1-score with all 

features (13) and 7 as the optimal features. It was 

found that the MAPO outperformed with 81.25% in 

case of dimensionality reduction. 

 

In 2019, Mezzatesta et al. [38] considered the three 

datasets. The first dataset (D1) consisted of 522 

samples. There was a total of 29 characteristics, 

including 8 binary attributes, 3 categorical variables, 

18 discrete and continuous variables, and 3 category 

variables. The second dataset consists of 23 features 

which has 13 discrete and continuous variables, 6 

categorical variables and 4 binary attributes. Lastly, 

the third dataset comprised of 1216 samples and had 

21 features with 12 discrete and continuous variables, 

2 categorical variables and 7 binary variables. They 

tested both linear and non-linear types of algorithms 

finally applied support vector machine. They found 

best performance on in using the non-linear support 

vector classifier with radial basis function kernel. 

They accuracy of various machine learning 

algorithms like LR, KNN, CART, NB, Linear 

support vector classifier (SVCL), support vector 

classifier with radial basis function kernel (SVCR), 

SVC with Polynomial kernel (SVCP) were applied 

on datasets type like CardioVascular Disease, Cardio 

Heart Failure, Ischemia Heart Disease, Arithmia, 

Cardio-CerebroVascular Disease. The performance 

measures like precision, accuracy, specificity, 

AUROC, recall F1-score and sensitivity were used 

with different algorithms and datasets. To optimize 

the performance of SVCR algorithm the grid search 

values provide the best results of 95.25% on Italian 

datasets and 92.15% in the American dataset. It was 

found that there is the presence of biasness. 

 

In 2020, Ali et al. [39] employed two datasets named 

as Hungarian and Cleveland. These datasets were 

collected from UCI and other repositories. The 

Cleveland dataset consisted of 303 instances and 76 

features. They considered the 14 and 16 features out 

of 76 features. On the other side, the Hungarian 

dataset consisted of 294 cases and having 14 features. 

Both these datasets were combined and comprised of 

597 cases having 14 features. They evaluate the deep 

learning model and compared it with SVM, multi-

layer perceptron (MLP), DT, RF, NB and LR. The 

root mean square error, mean absolute error, 

accuracy, F1-measure, recall, precision and recall 

were used. The proposed system obtained the 

accuracy of 98.5%. 

 

3.Methodological analysis and discussion 
Table 1 shows the methodological analysis along 

with the dataset. It covers the approach, results, 

advantages and limitations. Figure 1 shows the 

methodological distribution in the detection and 

prediction of the heart disease. 
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Table 1 Methodological analysis of approaches used in heart disease classification 

Sr. No. Source Dataset Methods Results Advantage Limitations 

1 [40] Cleveland 

heart 

disease 

dataset. It 

contains 14 

numerical 

features and 

303 

instances. 

NB, SVM, KNN, 

neural network 

(NN), J4.8, RF and 

genetic algorithm 

The accuracy obtained 

was of 89.2%.  

Different 

classification 

techniques and 

data mining 

techniques are 

used for 

extracting the 

optimal features. 

It is 

recommended to 

consider the 

introducing an 

effective Distant 

heart disease 

prediction system 

to monitor and 

predict heart 

disease using 

patient data 

collected from 

remote devices. 

2 [41] UCI 

repository 

with 270 

instances 

and 13 

attributes.  

ANN, Hybrid DT 

and C4.5 

The hybridization of 

DT obtained the 

highest accuracy of 

78.14% whereas ANN 

obtained the accuracy 

of 77.4% and C4.5 

attained the accuracy 

of 76.66% 

The number of 

tests required for 

the identification 

of heart disease is 

reduced using 

data mining 

techniques. 

Using DT 

approaches, a 

web-based 

application or 

tool can be 

created for those 

living in rural 

areas to readily 

detect the 

condition. 

3 [42] Cleveland 

Clinic 

Foundation 

dataset was 

used which 

comprised 

of 14 

attributes. 

They employed fast 

correlation-based 

feature selection 

(FCBF). SVM, 

KNN, RF, RF, MLP 

and NB were used. 

Finally, ANN 

optimized by particle 

swarm optimization 

(PSO) which was 

combined with ant 

colony optimization 

(ACO) were applied.  

Proposed FCBF, PSO 

and ACO achieved the 

classification accuracy 

of 99.65% 

It is helpful in the 

prediction of 

heart disease.  

The time limit for 

the study was 

less.  

 

4 [43] UCI 

repository 

and the data 

collected 

with the 

help of 

mobile app 

Sequential minimal 

optimization, Bayes 

Net, MLP and NB 

The Accuracy achieved 

was  

Sequential Minimal 

Optimization: 84.07%, 

Bayes Net: 81.11%, 

MLP: 77.4%, NB: 

89.77% 

A better 

understanding of 

the research 

process as a 

whole would help 

to ensure that 

application-based 

heart disease 

prevention 

research is not 

left behind by 

technological 

advancements. 

To deliver illness 

apps that improve 

healthcare 

outcomes, app 

developers should 

collaborate with 

health care 

providers and 

researchers. 

5 [44] UCI 

repository. 

It contains 

270 

instances, 

13 

attributes. 

Among 270 

instances, 

LR, SVM, MLP, 

J48. 10-fold cross 

validation was 

applied. 

Performance measures 

considered were accuracy, 

F1-measure, precision, 

recall and kappa.  The 

accuracy obtained for 

these methods were:  

Logistic  

regression:  83.70%, 

SVM: 84.07%, 

To monitor, 

forecast, and 

diagnose 

cardiac 

disease, a 

Cloud and 

IoT-based 

disease 

diagnosis 

Small dataset 
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Sr. No. Source Dataset Methods Results Advantage Limitations 

150 

instances 

had heart 

disease and 

120 

instances 

were having 

absence of 

heart 

disease. 

J48: 91.48%  (highest) and 

MLP: 78.14% (lowest) 

 

 

 

model has 

been 

developed. 

6 [45] National 

Health and 

Nutrition 

Examination 

Survey 

(NHANES) 

dataset 

LR, SVM, RF and 

gradient boosting 

Different cases of AU-

ROC have been 

compared. 

It aids in the 

automatic 

detection of 

persons at risk of 

diabetes and 

cardiovascular 

disease. 

In order to 

construct more 

accurate models, 

it is necessary to 

investigate the 

usefulness of 

variables in 

electronic health 

records. 

7 [46] Review 

paper- They 

selected 55 

studies. 

Role of machine 

learning algorithms  

Different cases of 

AUC have been 

compared. 

Machine learning 

algorithms could 

be connected 

with electronic 

health record 

systems and used 

in clinical 

practise, 

especially in 

places with 

limited resources. 

Firstly, it causes a 

lot of statistical 

heterogeneity. 

Secondly because 

there are no 

established rules 

for data usage, 

the data partition 

is similarly 

arbitrary. 

Third, the 

procedures and 

techniques for 

selecting features 

are arbitrary and 

varied. 

Fourth, custom-

built algorithms 

are ambiguous. 

Fifth, the 

confusion matrix 

for their meta-

analytic approach 

was not reported. 

8 [47] Cleveland 

database of 

UCI 

repository. 

There are 

303 

instances 

and 76 

attributes in 

the 

collection. 

Only 14 of 

the 76 

qualities are 

taken into 

account for 

NB, KNN, DT and 

RF 

The accuracy achieved 

by NB: 88.15%, 

KNN: 90.78%, 

DT: 80.26% and RF: 

86.84% 

To forecast if a 

patient will 

acquire heart 

disease or not. 

To improve the 

accuracy of early 

cardiac disease 

prediction, more 

complicated and 

combined models 

must be 

implemented. 
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Sr. No. Source Dataset Methods Results Advantage Limitations 

testing. 

9 [48] UCI 

machine 

learning 

repository- 

Cleveland 

Database 

which 

comprises 

of 303 

records. 

Modified deep 

convolutional neural 

network (MDCNN). 

MDCNN has a 98.2% 

accuracy rate. 

Wearable 

technologies can 

be beneficial in 

the healthcare 

profession, 

especially in the 

case of chronic 

heart disease. 

Other feature 

selection 

algorithms and 

optimization 

Technique are 

required to 

improve the 

performances. 

10 [49] UCI 

repository 

SVM, KNN, DT and 

linear regression 

Accuracy achieved by 

each model. 

SVM: 83% 

DT: 79% 

Linear Regression: 

78% 

KNN: 87% 

Early prediction 

is helpful in 

predicting the 

early death cases.  

Need to use more 

datasets.  

11 [50] Real cardiac 

sounds 

obtained by 

the 

Classifying 

Heart 

Sounds 

Challenge. 

A 

smartphone 

with the 

iStethoscope 

Pro software 

installed 

was used.  

Deep learning 

model. The 80% 

data was used of 

training and 20% 

data was used for the 

testing purpose. 

The accuracy of 98% 

was achieved.  

It is beneficial to 

provide the initial 

level of cardiac 

diseases 

screening.  

There is a need to 

evaluate the 

model on 

detecting the 

specific cardiac 

pathologies.  

Other sounds 

related to heart 

disease can help 

in understanding 

the disease.  

12 [51] UCI –

Cleveland 

dataset. 14 

attributes 

were 

considered 

out of 76. 

LR, KNN, SVM, 

NB, DT, RF, ANN, 

MLP and deep 

neural network 

The accuracy obtained 

for each model was:  

LR: 93.40%, 

NB: 90.10%, 

SVM: 92.30% 

KNN: 71.42% 

DT: 81.31% 

RF: 95.60%, 

ANN: 92.30%, 

Deep neural network: 

76.92% 

and MLP: 75.42% 

The risk of heart 

disease can be 

analyzed.  

Other algorithms 

of deep learning 

are required to 

use.  

13 [52] Cleveland 

heart 

disease 

dataset 

available at 

UCI. This 

dataset has 

14 features, 

eight of 

which are 

categorical 

and six of 

which are 

numerical. 

SVM, NB, 

LR, RF, and 

adaboost classifiers 

RF achieved the 

highest accuracy of 

86.6%. NB: 83.55%, 

SVM: 84.46%, LR: 

85.07%, Adaboost: 

86.59% 

 It can only 

determine 

whether or not a 

person has 

cardiac disease. 

This technique is 

unable to 

determine the 

severity of 

cardiac disease. 
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Sr. No. Source Dataset Methods Results Advantage Limitations 

14 [53] Cleveland 

Dataset, 

UCI 

repository, 

Kaggle and 

Publicly 

available 

heart 

disease 

dataset. 

DT, NB, SVM, 

ANN, RF, etc. 

Survey has been 

performed considering 

different CVD 

approaches. 

The outcomes 

can be helpful in 

the early 

diagnosis. 

 

 

 
Figure 1 Distribution of the methods based on the applicability in heart disease detection 

 

The related work discussed clearly suggest that the 

machine learning approaches are useful in the heart 

disease detection and prediction. Different machine 

learning approaches are found to be helpful like 

SVM, RF, ND, DT along with the deep learning and 

other approaches. It is also found that there is the 

need of combination of different approaches to 

improve the performance [54−59].  

 

4.Conclusion 
In this paper different methodological aspects have 

been explored in the direction of heart disease 

detection and prediction. We have discussed different 

machine learning approaches like NB, DT, SVM, etc. 

in the same direction along with other approaches 

like nature inspired optimization. It is clear from the 

result that the combination of approaches may be 

helpful in providing the better results. 
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