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1.Introduction 
The Internet of Things (IoT) is a rapidly expanding 

global network that connects both living and 

nonliving entities. A security flaw within IoT renders 

it susceptible to a wide array of cyberattacks [1]. 

Users might be reluctant to embrace new technology 

if the network is perceived as insecure. While IoT is a 

remarkable concept, its global network of connected 

smart objects makes it particularly prone to 

cyberattacks [2]. Intrusion detection systems (IDS) 

can enhance the security of any network 

environment. Most modern IDSs employ machine 

learning (ML) algorithms to train and detect network 

attacks [3].  

 

 

 
*Author for correspondence 

Despite their advancement, new IoT networks are 

vulnerable to a wide range of security threats and 

vulnerabilities due to the inefficient processing power 

of these devices [4]. Due to technological 

advancements, IDS are now extremely effective 

network security tools. There has been a significant 

increase in IoT device usage in recent years. Devices 

with IoT capabilities can connect to the internet and 

transmit data [5], accessible and controllable from 

any location due to the internet. IoT is a network 

connecting physical and digital devices, not just a 

computer network [6]. It has application domains in 

industry, home automation, healthcare, and other 

innovative technologies. ML, particularly deep 

learning (DL), is gaining popularity in various 

scientific fields, including IoT [7]. DL approaches are 

automatically used in IoT security for detecting 

network intrusions and malware. For example, the 
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automatic classification of fish based on inherent 

characteristics is well-known [7]. Contrary to popular 

belief, DL-based IoT analysis can be easily 

circumvented; hostile environments are examined for 

malicious tasks [8]. Malware classifiers for PDF files 

can be deceived into marking malicious files as 

benign. Currently, DL techniques are not secure in 

IoT environments [9]. However, DL has far-reaching 

implications, which is intriguing. Information 

retrieval has gained public attention due to its wide 

range of applications [10]. While DL-based retrieval 

of images and text is well-studied, retrieving other 

formats like graphs is more challenging. The deep 

relevance matching model (DRMM) outperforms 

traditional models by addressing key relevance 

matching factors [11] and can be built on top of long-

term memory. DL-based data filtering systems could 

become more effective as they start with a predefined 

measure of similarity derived from data 

measurements, but these metrics may not always be 

appropriate. DL can help analysts in resolving 

complex situations. IoT's significance continues to 

grow, especially for diverse and open mobile IoT-

enabled health networks, which makes large amounts 

of healthcare data vulnerable [12]. Healthcare 

organizations may face network and security issues. 

Xu et al. explored cooperative network security using 

Weibull fading channels [13], and the 2-Rayleigh 

model accurately simulates vehicle-created 

propagation environments. 

 

The objective of the paper is to enhance the stability 

and efficiency of intrusion detection by employing a 

hybrid model that combines multimodal fuzzy-based 

convolutional neural networks (mFCNN) with 

bidirectional long-short term memory (Bi-LSTM) 

and the enhanced code element embedding (ECEE) 

method. This approach aims to classify network 

traffic, extract critical features, and analyze the 

relationships between data packets to effectively 

detect and prevent a wide range of cyber threats. 

Additionally, the paper seeks to address the 

challenges in IoT security by proposing a robust, 

deep learning-based solution designed to handle 

complex and dynamic network environments. 

  

The remaining text is structured as follows: Section 2 

discusses previous research. Section 3 describes the 

datasets and pre-processing methods used to create 

them. Section 4 presents the evaluation results with a 

variety of hyperparameters and discusses the 

implications of our findings. Finally, it is concluded 

in Section 5. 

 

2.Related works  
The use of ML algorithms for attack detection was 

proposed by [14], highlighting the need for edge 

processing in large IoT networks due to the 

limitations of cloud computing. A novel approach 

using a support vector machine (SVM) and a self-

taught DL autoencoder for intrusion detection was 

proposed by [15], which improves SVM classifier 

performance while saving time and costs. In [16] 

contrasts shallow and deep neural networks, 

suggesting DL's potential to enhance cybersecurity, 

with a study [17] showing a three-layer deep neural 

network model's superiority. However, the 

application of ML or DL in cybersecurity is 

challenging, with many zero-day attacks being 

discovered in IoT due to various protocols used by 

devices [18]. A new intrusion detection approach was 

developed, employing the intrusion label and decoder 

layer alongside common vulnerabilities and 

exposures (CVE) to prevent unauthorized access 

[18]. Another method [19] predicts security breaches 

using the Nash equilibrium. He et al. [20] studied 

vehicle networks using the two-Rayleigh model, 

while Feng et al. [21] developed analytical 

expressions for amplify and forward (AF) relaying 

networks. 

 

In physical layer security, the 2-Rayleigh and 

Nakagami-m models are under scrutiny. Traditional 

communications use these models, but mobile IoT 

communication is more dynamic and complex [22]. 

The antenna for mobile vehicular communication 

moves constantly, resulting in multiple scattering 

groups, which classic fading channels like the 

Nakagami-m and 2-Rayleigh [23] do not account for. 

Tegos et al. [24] adapted the Nakagami model for 

mobile environments to assess the performance of 

mobile secrecy systems. Environmental changes must 

be promptly reported for secure device 

communication. The healthcare sector, particularly in 

IoT, has seen increased AI application [25]. Kumar et 

al. [26] employed general regression methods, 

Alhussein et al. [27] proposed an emotion prediction 

system from healthcare big data, Samuel et al. [28] 

suggested back-propagation networks for hospital 

inventory, and Cao et al. [29] discussed using 

convolutional neural networks (CNNs) for image 

processing. Khan et al. [30] compared ML techniques 

for intrusion detection, Alqahtani et al. [31] 

developed the GXGBoost model using genetic 

algorithms and the XGBoost classifier, and Derhab et 

al. [32] proposed a method to prevent command 

forgery using blockchain and software-defined 

networks (SDN). DL systems, which are widely used 
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in IDS [32], do not require manual feature extraction, 

increasing precision in threat detection. However, 

DL-based intrusion detection requires extensive 

training data, which is challenging due to the scarcity 

of attack traffic in real-world datasets like “KDD99”, 

“NSL-KDD”, and “CICIDS2017” and the difficulty 

in capturing and simulating some attack traffic, 

making it hard to assess specific attacks in detail 

using DL-based methods. While DL reduces overall 

training time with large datasets, it does not require 

prior feature selection for learning and testing 

classification rules. 

 

The review indicates a focus on enhancing 

cybersecurity in IoT using ML and DL, despite 

challenges like zero-day attacks and the need for 

extensive training data. Novel approaches and models 

are continuously proposed to address these evolving 

security concerns. 

 

3.Methods 

3.1Multimodal fuzzy-based convolutional neural 

networks(mFCNN) 

This section analyzed a novel method for defending 

devices against various security-related attacks. The 

mFCNN, an improved method for learning and 

classifying traffic packets considering both the 

temporal passage and physical location, was 

introduced. Consequently, class weight was utilized 

to enhance the model's stability. The overall 

architecture of the proposed model was depicted in 

Figure 1. 

 

 

 

 
Figure 1 Architecture of proposed system 

 

The classifier used here is the combination of 

mFCNN in association with Bi-LSTM and the ECEE 

method. The mFCNN part consists of the input layer 

and the enhanced code element embedding layer. 

Totally n number of convolution layer is used along 

with the pooling layer and fully connected layer. 

After the content of the information that has been 

preprocessed has been received, the mFCNN section 

will begin to process it, and the processing will result 

in the production of a high-dimensional vector 

representing the BiLSTM section. The BiLSTM 

section consists of an output layer, a SoftMax layer, 

and three layers of the BiLSTM algorithm itself and 

the output and SoftMax layers. A processing 

algorithm is applied to collect high-dimensional 

vectors in the proposed model. The algorithm then 

returns the results in the form of a probability of 

sequences that correspond to the system's 

membership in the various classes. The SoftMax 

layer takes the most stringent classification as its 

starting point and determines the final output from 

there. A new estimate of the probability is produced 

as an output of the process. 

 

The data packets, initially converted into two-

dimensional matrices, undergo preprocessing to 

generate images. These images result from the 

amalgamation of various bit values found in the 

respective network traffic locations. The electronic 

data and other crucial information in network traffic 

packets consist of bytes, the fundamental units of this 

data. These bytes are valued on a scale ranging 

between 0 and 255. This is just like the image bytes. 

Consider the byte in the packet header ∝ and payload 
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byte as β. These ∝ and β is combined with the traffic 

images for further processing. The mFCNN consists 

of input, convolution layers, pooling layer, fully 

connected layer, SoftMax layer, and the output layer. 

The combination of these layers allows the input 

layer from various aspects. Totally n number of sets 

are there in the setup. Of these, the first combination 

is used for extracting the local features of the traffic 

images. The exact features and the stability-filled 

results are obtained in the pooling layer. Then 

another set of combinations might yield a very large 

convolution kernel for analysing the similarities in 

between the two bytes that are not near which is same 

as that of the information spread in the traffic 

payload. After pre-processing, the network traffic 

might establish the vector input in the input layer. 

Then the input layer might set up with the data length 

that is intercepted from the corresponding i
th 

packet 

i.e.,    (            ) which is followed by the 

combination C of m packets related information set 

   (           ). The convolution layer with side 

length Sl is mathematically expressed as Equation 1. 
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 (           
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In addition to that the value of (a,b) is obtained as 

Equation 2. 

(   )  *               +     ((        ) 

      )       (2) 

 

Where Ck is the plotted channel count in the 

characteristics graph, V denotes the output value in 

consideration with the activation function, the layer 

that is used for convolution may consist of an 

activation function that has an expression that has a 

lot of complex features due to the fact that V 

represents the output value in consideration with the 

activation function. The vector representing the 

output is shown in the Equation 3 as, 

      
    (      

 )    
 (  )  (3) 

 

The convolutional layer is the one that is responsible 

for the extraction of the features, and after the 

features have been extracted, the output image 

undergoes a complete transformation so that it can be 

sent to the max-pooling section, where a feature can 

be selected and filtered.  

 

The pooling section consists of an already set in 

pooling function which can replace the outcome in a 

separate section corresponding to the adjacent region. 

The pooling layer is computed using the 

mathematical expression (Equation 4). 
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3.2Feature extraction using Bi LSTM 

Both regular network connections and network 

attacks are conducted using a specific network 

protocol. The packets that are affected by the attacks 

are encountered in the packets that are alongside the 

traffic. When considering the network protocol, it is 

contained in the fixed regions as the normal 

connections are established by the key exchanges 

incorporating the connections and the other 

disconnections. Normally, traffic attacks are used to 

determine the main cause of the attacks. This leads to 

data that is difficult to label, reveals an excessive 

amount of unwanted traffic, and ultimately produces 

poor training results when using a single mFCNN to 

train the properties of a single packet as the 

foundation of the algorithm. This is because the data 

is difficult to label and reveals an excessive amount 

of unwanted traffic. This is due to the fact that the 

algorithm relies on a single packet as its primary 

building block. Additionally, this exposes an 

excessive amount of unwanted traffic. This could be 

reduced by introducing the BiLSTM, which is 

intended to take the information containing the single 

connection or as a group that determines all the data 

packets in the mentioned groups and for determining 

the basic nature of either the traffic details or the 

packet information‟s. Natural language processing 

outperforms the processing scenario of the traffic or 

other network issues by using the same proposed 

methodology. 

 

The BiLSTM region contains the various layers used 

for classification purpose. It contains n number of 

convolutional layers in addition to the other fully 

connected layers along with the SoftMax layers and 

the output layers. Two BiLSTM layers carry out the 

major functions. The BiLSTM is a unique neural 

networks recurrent neural networks (RNN) that was 

created to overcome gradients disappearing in 

addition with gradient explosion issues during 

extended sequential training. Generally, the recurrent 

RNN might have the tanh layer but the other 

BiLSTM networks will sequentially outperform the 

situation by predicting the better performance time in 

consideration of the memorable gates. Here the 

BiLSTM node of a cell is represented as Nc, then the 

input and output are expressed as x(t) and y(t). The 

initial step in the BiLSTM layer is to determine the 

model-related information that can discard the cell's 

state. The initial decision is made with the gate 

forgetting. The gate terminal reads the input and the 
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outputs by considering the values between 0 and 1. 

Each number in the Nc cell must contain a stable 

state by which „1‟ corresponds to the „completely 

retained‟ and „0‟ corresponds to the „completely 

discarded‟. Wt represents the weights and the bias in 

the neural network is represented by β. It is 

mathematically expressed as Equation 5. 

    (   ,       -    )  (5) 

 

The other step is for deciding the range of novel 

information for adding the state of the cell. Initially 

the sigmoid layer is used for determining the needed 

information that needs to be modified using Equation 

6.  

    (   ,       -    )  (6) 

 

The alternating vector for updating the security status 

is generated by using the tanh layer. This is 

mathematically expressed using the Equation 7. 

       (   ,       -    )   (7) 

 

The two regions are then combined using the cell 

state by updating the formula (Equation 8). 

               ̄     (8) 

 

The gate at the output might determine the output 

prediction of the cell (Equation 9). 

    (   ,       -    )   (9) 

 

Then the cell state is processed through the tanh 

function for obtaining the formula (Equation 10). 

          (  )    (10) 

 

The proposed model, which includes the feature 

maps, as each data packet containing a collection of 

traffic images generated in conjunction with the 

BiLSTM section. The relationships that exist between 

the features are structured in the spaces that exist 

between the 'd' data packets, which are then analysed 

using the BiLSTM layers. These initial few packets 

are also used. The following available packets could 

have very long payloads, which would include the 

data related to the attack.  

 

The proposed system's BiLSTM layer may 

incorporate an activation function designed to reduce 

training time. Typically, the rectified linear unit 

(ReLU) function triggers the BiLSTM's activation. 

The standard process involves a system used for 

multi-classification, where the model is trained using 

multi-class cross-entropy. 

 

 

3.3Class weights 

The data obtained after the pre-processing mode is 

shown in Table 1. 

 

Table 1 Dataset related metrices 

Label Types of attacks Number 

1 Physical Attacks 67432 

2 Encryption Attacks 45662 

3 Denial of Service (DoS) 456 

4 Firmware Hijacking 6532 

5 Botnets 7654 

6 Man-in-the-Middle 9823 

7 Ransomware 4563 

8 Eavesdropping 784 

9 Privilege Escalation 8943 

10 Brute Force Password Attack 9045 

 

Here the numbers of various types of data are 

selected unevenly. When compared to the other 

types, the number of type '0' is the highest, while the 

other types are ranked as the lowest. This may affect 

the outcome of the classification section. The class 

weight is calculated using the Equation 11. 

   
∑   
   
   

  
    (11) 

 

4.Results and discussion  
The dataset utilized for the experimentation was 

sourced from the network intrusion detection section 

on the 

https://www.kaggle.com/datasets/sampadab17/netwo

rk-intrusion-detection website. It comprises specific 

parameters relevant to the study. It normally specifies 

the influence of the size of data packets in the process 

of training, the impact of the number of packets per 

flow, and the effect of the sample size chosen in 

addition to the total effect of the units used for 

representing the BiLSTM by influencing the weight 

classes. The proposed model-related parameters are 

optimized in such a way that the mFCNN is 

compared with the other neural network models 

along with the BiLSTM. The ratio of the datasets 

used for training, testing, and validation is made in 

the ratio of 3:6:16. The parameters used for the 

analysis are the accuracy, precision, recall, 

sensitivity, and the f score value. The overall 

performance of the proposed model is specified in 

terms of accuracy, the precision represents the ratio 

of the positive samples in consideration with the total 

samples and the negative sample consideration with 

the total samples is specified in terms of sensitivity. 

The recall values specify the number of true positive 

samples divided in terms of true positives and false 

negatives. The classifier‟s accuracy is defined with 

https://www.kaggle.com/datasets/sampadab17/network-intrusion-detection
https://www.kaggle.com/datasets/sampadab17/network-intrusion-detection
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the harmonic weights which specifies the F score 

value. 

 

4.1Experimentation 

The experiment was conducted on a Linux operating 

system using an Intel Core i5 processor, equipped 

with a 256 GB SSD. The setup included Anaconda 

4.5.10, Keras 2.2.20, and Python 3.9. 

 

4.2Performance of the model based on BiLSTM 

In the framework of the BiLSTM, the value of the 

system's output parameter is modelled as a series of 

units. During the research, it was concluded that 

increasing the number of BiLSTM units initially 

improves the model's performance before it begins to 

deteriorate. After careful consideration, the optimal 

number of BiLSTM units was determined to be 121. 

 

4.3Impact of Model performance in specifying the 

packet length of the training packets 

The training results indicate an increase in the 

model's quality, which starts to decline when the 

package length exceeds 70. This is likely because 

retraining with excessively long data packets 

increases the proportion of smaller packets, thereby 

raising the fraction of units with longer lengths and 

reducing the model's accuracy. The median value of 1 

further lowers the calculation model's precision. 

 

The study considers various attacks, including 

Physical Attacks, Encryption Attacks, DoS, 

Firmware Hijacking, Botnets, Man-in-the-Middle, 

Ransomware, Eavesdropping, Privilege Escalation, 

and Brute Force Password attacks. Table 2 presents 

these types of attacks along with their corresponding 

values, considering specified parameters like 

accuracy, precision, recall, and f-score. 

 

It reflects the predicted changes in values relative to 

the increase in packet length during training. When 

this length exceeds a maximum threshold, the 

effectiveness of the data packets is ascertained by 

evaluating their scientific credibility incorporated 

into the training sectors. Figure 2 demonstrates the 

impact on model performance as processed with 

varying training packet lengths. 

 

Table 2 Values for various types of attacks 

Types of attacks Accuracy Precision Recall Sensitivity F Score 

Physical Attacks 99.97 99.31 0.12 90.99 98.85 

Encryption Attacks 99.98 99.32 0.14 91 98.86 

DoS 99.96 99.3 0.31 90.98 98.84 

Firmware Hijacking 100 99.34 0.22 91.02 98.88 

Botnets 99.68 99.02 0.62 90.7 98.56 

Man-in-the-Middle 99.78 99.12 0.01 90.8 98.66 

Ransomware 99.98 99.32 0.05 91 98.86 

Eavesdropping 99.91 99.25 0.08 90.93 98.79 

Privilege Escalation 99.92 99.26 0.21 90.94 98.8 

Brute Force Password Attack 99.93 99.27 0.36 90.95 98.81 

Overall 99.911 99.251 0.212 90.931 98.791 

 

 
Figure 2 Determining the Proposed model performance with respect to packet length 
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This also mitigates the effects of overfitting, thereby 

ensuring the most effective accuracy setting for the 

classification and determining the accuracy in 

identifying data packets along with their packet 

headers. 

 

4.4Performance of the proposed model in the 

determination of the packet flow quantity 

There exists a possibility that increasing the specified 

number of data packets in each flow involved in the 

training process enhances the specificity of feature 

extraction. However, setting this value too high may 

lead to a rise in the percentage of filled data packets. 

An increase in the specified number of data packets 

in each flow is thought to make the feature extraction 

more specific. Nevertheless, if this value is 

excessively high, the percentage of already filled data 

packets increases, consequently decreasing the 

model's ability to extract information. The influence 

of the total number of packets in a flow on the results 

of a simulation, as demonstrated in Figure 3, shows 

that the model's performance significantly 

deteriorates when the number of packets per flow 

exceeds 12. 

Performance of the model in the effect of the 

batch size 

Batch size is an important criterion to consider during 

training models. Increasing the batch size while 

staying within a reasonable range can help improve 

memory utilization and lead to a speedier processing 

of data. However, if it is raised to an excessive range, 

it might severely slow down the process. The total 

size of the batch is proven to be the performance 

effect in the proposed models, as shown in Figure 4. 

 

 
Figure 3 Proposed model performance with respect to packet per-flow 

 
Figure 4 Performance of the model in the effect of the batch size 

 

4.5Performance model for determining the effects 

of class weights 
In Table 3, the results of two distinct groups of 

experiments, one with class weights and one without, 

are compared. The introduction of the class weight 

appears to lessen the influence of the existing 

dataset's unbalance in the quantity of data from 

various categories on simulation results. Figure 5 

illustrates the performance model for determining the 

effects of class weights in consideration of the 

available dataset in determining the quantity of the 

data. 
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Table 3 Performance model for determining the effects of Class Weights 

Parameters With class weights (in%) Without class weights (in%) 

Accuracy 99.25 97.45 

Precision 96.35 96.25 

Recall 0.87 0.45 

Sensitivity 94.25 95.87 

F Score 97.12 96.32 

 

 
Figure 5 Performance model for determining the effects of class weights 

 

The BiLSTM is used effectively for extracting the 

sequential connection between the packets. Table 4 

compares accuracy and other parameters obtained 

between the proposed models and other models in 

consideration of the types of attacks. The BiLSTM 

appears to be improved effectively to prove the 

efficiency of identification in consideration of the 

parameters by specifying the time duration of the 

attacks. When compared to BiLSTM model, the 

addition of the mFCNN will improve further for 

efficiency identification with more traffic attacks. 

The proposed mFCNN in combination with the 

BiLSTM detects the intrusion more effectively with a 

very less alarm rate and thus can be classified by 

setting the parameters of network traffic more 

accurately when compared to the mFCNN or 

BiLSTM. The comparative results prove that the 

proposed model provides better performance when 

compared to the other existing methods. A complete 

list of abbreviations is summarised in Appendix I. 

 

Table 4 Comparison of the proposed model with other models 

Methods Accuracy Precision Recall Sensitivity F Score 

CNN 94.65 95.64 0.53 92.78 94.36 

K-nearest neighbor algorithm (KNN) 93.65 94.64 0.62 91.78 93.36 

LSTM 94.63 95.62 0.34 92.76 94.34 

RNN 92.56 93.55 0.85 90.69 92.27 

SVM 91.35 92.34 0.62 89.48 91.06 

CNN+LSTM 96.62 97.61 0.12 94.75 96.33 

RNN+LSTM 95.78 96.77 0.64 93.91 95.49 

Proposed 99.911 99.251 0.212 90.931 98.791 

 

5.Conclusion  
DL algorithms address security threats in IoT 

environments. In this work, an intelligent 

methodology was proposed to defend devices against 

various security threats using modified DL 

algorithms. The intrusion detection system is 

designed using a hybrid model comprising mFCNN 

in association with Bi-LSTM and the ECEE method. 

Bi-LSTM is utilized to extract relevant spatial feature 

information, providing an effective intrusion 

detection mechanism. Meanwhile, mFCNN classifies 

contextual inputs, including captured videos and 

images, to extract essential temporal features. The 
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experimental results demonstrate that the proposed 

hybrid model outperforms existing methodologies, 

achieving a benchmarked accuracy of 99.91% for 

protection, which is higher compared to other 

baseline methods. 
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Appendix I 
S. No. Abbreviation Description 

1 AF Amplify and Forward 

2 AI Artificial Intelligence 

3 Bi-LSTM Bidirectional Long-Short Term 
Memory 

4 CNN Convolutional Neural Networks 

5 CVE Common Vulnerabilities and 

Exposures 

6 DL Deep Learning 

7 DoS Denial of Service 

8 DRMM Deep Relevance Matching Model 

9 ECEE Enhanced Code Element 

Embedding 

10 IDS Intrusion Detection Systems 

11 IoT Internet of Things 

12 KNN K-Nearest Neighbor Algorithm 

13 LSTM Long-Short Term Memory 

14 mFCNN Multimodal Fuzzy-Based 
Convolutional Neural Networks 

15 ML Machine Learning 

16 PDF Portable Document Format 

17 ReLU Rectified Linear Unit 

18 RNN Recurrent Neural Networks 

19 SDN Software-Defined Networks 

20 SVM Support Vector Machine 
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