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1.Introduction 
Breast cancer remains one of the most prevalent and 

life-threatening cancers affecting women worldwide 

[13]. It accounts for a significant portion of cancer-

related morbidity and mortality, indicating its critical 

importance in public health. Despite considerable 

advancements in medical technology and healthcare 

practices, early detection and accurate diagnosis of 

breast cancer continue to pose significant challenges 

[4, 5]. Traditional diagnostic methods, such as 

mammography and clinical breast examinations, have 

been pivotal in screening efforts but are not without 

limitations [6, 7]. These limitations include reduced 

sensitivity in detecting cancer in dense breast tissue 

and a high rate of false positives, which can result in 

unnecessary stress and medical interventions [8, 9]. 

The emergence of data mining and machine learning 

(ML) technologies presents transformative potential 

in the early detection and diagnosis of breast cancer 

[10, 11].  
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Data mining, a crucial component of this 

technological advancement, involves extracting 

valuable insights and patterns from large datasets. 

Often referred to as knowledge discovery in 

databases (KDD), data mining encompasses various 

functions, including data cleaning to resolve 

inconsistencies, pattern recognition, visualization, 

and rule generation [1214]. These functions can be 

classified based on their capabilities. Advanced 

computational techniques, including linear 

regression, logistic regression, support vector 

machines (SVM), Naïve Bayes (NB), decision trees 

(DT), k-nearest neighbors (kNN), clustering methods 

(such as k-Means and fuzzy c-Means), random 

forests (RF), and association rule mining (Apriori), 

have shown remarkable capabilities in analyzing 

complex and voluminous datasets [1315]. These 

methods can extract meaningful patterns and make 

highly accurate predictions, often surpassing the 

diagnostic capabilities of traditional methods. The 

integration of data-driven approaches in medical 

diagnostics is motivated by the need for greater 
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accuracy, objectivity, and the ability to leverage 

extensive health data to enable personalized 

medicine. The main objective of this paper is to apply 

the hybridization of computational intelligence 

algorithms, specifically RF and kNN, for the 

classification of breast cancer data. Hybridizing RF 

and kNN leverages the strengths of both algorithms 

to enhance classification performance. RF is known 

for its robustness and ability to handle high-

dimensional data, offering excellent accuracy and 

interpretability through feature importance measures. 

kNN, on the other hand, is simple and effective in 

capturing local data patterns due to its instance-based 

learning approach. By combining these two methods, 

the hybrid model can benefit from RF's global 

learning capabilities and kNN's local learning 

strengths. This synergy aims to improve the overall 

predictive accuracy and reliability of breast cancer 

classification. 

 

The rest of the paper has been organized as follows. 

Literature review has been discussed in section 2. 

Section 3 covers the methods used and dataset for 

experimentation. Results have been illustrated in 

section 4. Finally, it is concluded and summarized in 

section 5. 

 

2.Literature review 
In this section our focus is to discuss and analyzes the 

related work to explore the methodological 

interventions along with the advantages and 

disadvantages. 

 

In 2023, Neelima et al. [16] stated that breast cancer 

was considered one of the most dangerous illnesses 

in medical history. Early detection, though 

complicated due to mammography challenges, was 

crucial for saving lives. A system using ML 

techniques was developed for early detection and 

diagnosis. Fuzzy-based SVM and DT classification 

detected breast cancer with 98.2% accuracy, 97.6% 

precision, 96.5% recall, and 97.8% specificity. In 

2024, Jain et al. [17] emphasized the urgent need for 

developing accurate breast cancer prediction 

methods. The study evaluated different SVM kernel 

functions and SVM classifier ensembles for their 

effectiveness in predicting breast cancer across 

various dataset sizes. It was found that SVM 

ensembles with linear kernels and bagging were 

optimal for small datasets, while RBF kernels with 

boosting excelled in larger datasets. This 

comprehensive assessment provided crucial insights 

into improving SVM methods for better breast cancer 

prediction. In 2023, Khan et al. [18] highlighted the 

urgent need for reliable prognostic models to manage 

breast cancer, which significantly affects women's 

health globally. The study aimed to develop a robust 

machine-learning model capable of distinguishing 

between benign and malignant breast cancer types. 

Evaluating five ML algorithms—XGBoost, NB, DT, 

RF, and Logistic Regression—the study found that 

XGBoost delivered the highest accuracy at 95.42%, 

with outstanding sensitivity, specificity, and an F1-

score. These results indicate XGBoost's potential in 

breast cancer prediction, paving the way for further 

research to refine and implement this method in 

clinical settings. In 2023, Sun and Yang [19] 

emphasized the global impact of breast cancer, 

highlighting its prevalence and the critical need for 

early detection to improve prognosis and survival 

rates. Their research focused on the use of ML 

methods to accurately differentiate between benign 

and malignant tumors, thus preventing unnecessary 

treatments. The study began with an overview of 

various ML techniques, including linear discriminant 

analysis (LDA), RF classifier, and principal 

component regression (PCR), using the Wisconsin 

breast cancer database (WBCD) for data analysis. 

The research aimed to explore the application of 

these ML techniques in diagnosing and prognosing 

breast cancer, further introducing a healthcare system 

model based on recent studies. Findings 

demonstrated that while ML models are valuable for 

breast cancer diagnosis, there is a continued need for 

enhancing their accuracy. In 2024, Sawant et al. [20] 

reported that breast cancer continues to pose a 

significant health risk with millions of new cases 

identified globally each year. Their research 

highlighted the importance of timely and accurate 

diagnosis for guiding treatment options and 

enhancing patient outcomes. They utilized a logistic 

regression model to demonstrate the practical 

application of ML in classifying breast cancer cases. 

The primary objective of this study was to develop a 

model capable of reliably categorizing breast tissue 

as benign, malignant, or normal using medical 

images. In 2023, Vasista et al. [21] reported that 

cancer accounts for nearly one in six deaths globally, 

with breast cancer being a significant contributor. 

The study explored the application of ML and deep 

learning algorithms to assess the risk of breast cancer. 

The RF classifier, achieved an accuracy of 92%, the 

highest among the others. However, deep learning 

algorithms demonstrated superior performance, with 

the recurrent neural network (RNN) model achieving 

a notable 98% accuracy. Tinao et al. [22] utilized 

advanced ML techniques to predict breast cancer in a 

study involving 112 women. The research 
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highlighted the kNN model as the most accurate, 

successfully classifying 86.96% of cases, with 

significant correlations noted between stress, family 

history, and cancer risk. In 2024, Kumar et al. [23] 

explored the predictive capabilities of ML in the 

early diagnosis of breast cancer, which has become 

increasingly common among women. The study 

focused on the application of ensemble ML 

algorithms, which enhanced performance and 

generalization. A comparative analysis between light 

gradient boosting (LightGBM) and XGBoost was 

conducted using a labeled dataset of breast cancer 

cases. The findings revealed that the XGBoost 

algorithm outperformed LightGBM in terms of 

accuracy. In 2023, Tripathi et al. [24] utilized ML 

algorithms with open-source data to enhance breast 

cancer treatment precision. Employing the Wisconsin 

(Diagnostic) Dataset, they tested algorithms like 

logistic regression, SVMs, and others to classify 

cancer subtypes. Logistic regression excelled, 

achieving 99.12% accuracy, 100% recall, and 

99.87% AUC-ROC. These results demonstrate the 

potential of ML to refine diagnosis and treatment, 

ensuring more personalized care in breast cancer 

management. In 2023, Latha and Mahesh [25] 

reported that breast cancer, with the highest incidence 

rate globally, disproportionately affects women and is 

a leading cause of cancer-related deaths. Early 

detection can significantly lower mortality rates and 

improve treatment outcomes. While earlier studies 

utilized ML techniques like decision trees and SVMs, 

recent research has shifted towards deep learning, 

notably convolutional neural networks (CNNs), 

which surpass traditional ML in performance. This 

work reviews the evolution from ML to deep learning 

in breast cancer research, emphasizing CNNs' 

effectiveness in image classification. In 2023, 

Manjunathan et al. [26] highlighted breast cancer as 

one of the most prevalent cancers in women globally, 

noting the need for improved detection methods and 

standardized data processes. Their research focused 

on developing and evaluating ML models using 

mammograms and other medical imaging for 

diagnosis, recurrence prediction, and treatment 

planning. ML algorithms have shown potential in 

detecting subtle changes in breast tissue indicative of 

cancer, enhancing diagnostic accuracy and 

specificity. This advancement aids clinicians in 

decision-making. However, the study suggests further 

research is needed to overcome ML limitations and 

standardize data collection and analysis in breast 

cancer diagnosis. 

 

 

3.Methods 
In this paper the combination of random forest (RF) 

and k-nearest neighbors (kNN) have been considered 

for the classification of the breast cancer data. RF 

was chosen for its robustness against overfitting and 

its ability to handle high-dimensional data 

effectively. It provides a measure of feature 

importance and generalizes well due to its ensemble 

nature, making it suitable for complex classification 

tasks like breast cancer detection. kNN has been 

selected for its simplicity and effectiveness in 

capturing local data patterns. Its performance in 

classification can be very intuitive and accurate, 

especially when combined with a weighting scheme 

that respects feature importance. 

The working process of our hybrid RF-kNN approach 

are as under: 

1. Feature importance weighting in kNN 

The RF provides a measure of feature importance, 

I(fi), for each feature fi. These values are used to 

modify the traditional Euclidean distance in kNN. 

The weighted distance d between two data points x 

and z in the feature space is defined as (Equation 1): 

d(x,z) = √∑              
   (1) 

 

Where n is the number of features, xi and zi are the 

values of the i-th feature for data points x and z, 

respectively. 

2. Dynamic k selection 

The optimal number of neighbors, k, is selected 

based on minimizing the cross-validation error across 

different subsets of the training data. The error for a 

given k can be calculated using (Equation 2): 

E(k) = 
 

 
∑           ̈     

 
     (2) 

 

Where m is the number of validation samples, yj is 

the actual label, and  ̈     is the predicted label using 

k neighbors. 

3.Polynomial feature expansion 

Selected features Xs undergo a polynomial 

transformation, expanding the feature set to include 

non-linear interactions. This can be expressed as 

(Equation 3): 

Xexpanded = [1, Xs,   
    

        
 ] (3) 

 

Where d is the degree of the polynomial expansion. 

4.Ensemble output combination 

The final prediction is an ensemble of outputs from 

both RF and kNN. If pRF(x) and pkNN(x) are the 

predicted probabilities of breast cancer for a data 

point x from Rf and kNN, respectively, then the 

combined prediction p(x) is (Equation 4): 

p(x) = α× pRF(x) + (1-α)× pkNN(x)  (4) 
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Where α is a weight that can be determined based on 

the relative validation accuracies of the RF and kNN 

models, often optimized via cross-validation. 

 

The flowchart illustrates the working procedure of a 

hybrid RF and kNN approach (Figure 1). It begins 

with the selection of the dataset, followed by data 

normalization to ensure consistency in the scale of 

features. Next, feature importance and weighting are 

evaluated to identify and prioritize the most 

significant features. The optimal value of k for the 

kNN model is then determined. If the determination 

of the optimal k is unsuccessful, the process is 

rejected. Once the optimal k is found, ensemble 

predictions are created based on an optimized weight 

parameter α, which balances the contributions of the 

RF and kNN models.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1 Flowchart of the working procedure of the 

hybrid RF-kNN approach 

 

The algorithm steps are shown below. 

Algorithm: Hybrid RF-kNN approach 

Step1: Collect breast cancer datasets with features 

such as tumor size, shape, and cell characteristics. 

Step 2: Normalize data to have zero mean and unit 

variance (Equation 5): 

xnorm = 
   

 
    (5) 

where μ is the mean and σ is the standard deviation. 

Step 3: Split the dataset into training and testing sets, 

70% of the data for training and 30% for testing. 

Step 4: Train a RF model on the training set. 

Calculate feature importance for each feature. 

Step 5: Select top features based on importance 

scores from RF. 

Step 6: Apply feature weighting to kNN. Adjust the 

kNN distance metric to incorporate feature weights 

(Equation 6): 

d(x,z) = √∑           
  

     (6) 

where wi are weights derived from RF importance 

scores. 

Step 7: Expand selected features using a polynomial 

transformation (Equation 7): 

Xexpanded = [X,       ……..  ]  (7) 

Step 8: Determine optimal k for kNN 

Step 9: Train kNN using the modified distance metric 

and expanded features on the training set. 

Step 10: Create ensemble predictions by averaging 

the outputs from both RF and kNN using Equation 4. 

Step 11: Optimize 𝛼 based on performance metrics 

on a validation set. 

Step 12: Validate the hybrid model using the test 

dataset and perform analysis. 

Step 13: Adjust parameters such as the number of 

trees in RF, k in kNN, and degree 𝑑 in polynomial 

expansion based on validation feedback. 

Step 14: End 

 

4.Results 
Wisconsin breast cancer database (WBCD), was used 

for the experimentation and evaluation. This dataset 

includes 699 patient records with molecular features 

from fine needle aspirations (FNAs), rated on a 1-10 

scale for abnormality. It is available publicly on UCI 

repository [27]. To evaluate our analysis, 10-fold 

cross-validation was employed. The performance of 

the hybrid RF-kNN approach was evaluated and 

analysed using accuracy, precision, recall and F1-

score. It has been computed as shown in (Equation 8, 

9, 10 and 11).  

Accuracy = 
     

           
  (8) 

Precision = 
  

     
   (9) 

Recall = 
  

     
    (10) 

Start 

Determine 

optimal k 

Dataset selection 

End 

Data 

normalization 

Feature importance and weighting 

Rejected 

Create ensemble predictions based on optimized α 
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F1-score = 2× 
                

                
 (11) 

 

The results for precision are shown in Figure 2. It 

shows the precision results of different ML 

algorithms on different data splits. Precision 

measures the proportion of true positive predictions 

among all positive predictions made by the model. 

This indicates that the RF-kNN hybrid model 

outperforms the other models (RF, kNN, SVM, DT, 

NB) in terms of precision, regardless of the data split. 

The precision of the RF-kNN model remains above 

98% for all splits, demonstrating its robustness and 

effectiveness in reducing false positives in breast 

cancer detection. The results for recall are shown in 

Figure 3. It shows the recall results of different ML 

algorithms on different data splits. Recall measures 

the proportion of actual positive cases that are 

correctly identified by the model. The RF-kNN 

model outperformed all in terms of recall for breast 

cancer detection across all tested data splits. It 

achieves the highest recall values, indicating its 

effectiveness in correctly identifying patients with 

breast cancer and minimizing false negatives in all 

splits. The results for F1-score are shown in Figure 4. 

It shows the F1-score results of different ML 

algorithms on different data splits. The F1-score is 

the harmonic mean of precision and recall, providing 

a balance between the two metrics. The RF-kNN 

model achieves the highest F1-scores for breast 

cancer detection across all tested data splits, 

indicating its superior balance between precision and 

recall. The results for accuracy are shown in Figure 

5. The ensemble method used in RF-kNN helps in 

capturing the best aspects of both algorithms, leading 

to superior performance in diverse scenarios, making 

it less susceptible to overfitting compared to 

individual models. The RF-kNN model is the best 

performing in terms of accuracy, consistently 

achieving the highest values across all data splits due 

to its hybrid approach that effectively combines the 

advantages of RF and kNN. On the other hand, the 

kNN model is the worst performing due to its 

sensitivity to high-dimensional data and lack of 

robustness against noisy data and irrelevant features. 

A complete list of abbreviations is listed in Appendix 

I. 

 

 
Figure 2 Precision results of different ML algorithms on various data splits for breast cancer detection 

 

 
Figure 3 Recall results of different ML algorithms on various data splits for breast cancer detection 
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Figure 4 F1-score results of different ML algorithms on various data splits for breast cancer detection 

 

 
Figure 5 Accuracy results of different ML algorithms on various data splits for breast cancer detection 

 

5.Conclusion 
The hybrid RF-kNN approach for breast cancer 

detection combines the strengths of RF and kNN, 

achieving superior performance compared to 

individual models. RF's ability to handle high-

dimensional data and provide feature importance is 

complemented by kNN's simplicity and local pattern 

recognition. The algorithm involves key steps such as 

feature importance weighting, dynamic k selection, 

polynomial feature expansion, and ensemble output 

combination, ensuring robust and accurate 

classification. Experimental results on the WBCD 

using 10-fold cross-validation demonstrate that the 

RF-kNN model consistently achieves the highest 

accuracy, precision, recall, and F1-score across 

various data splits. Specifically, the model's precision 

remains above 98%, recall values are highest among 

all tested models, and F1-scores indicate a superior 

balance between precision and recall. The ensemble 

method effectively captures the best aspects of both 

RF and kNN, making the hybrid model less 

susceptible to overfitting and more reliable in diverse 

scenarios. In contrast, the kNN model alone exhibits 

the lowest performance due to its sensitivity to high-

dimensional data and lack of robustness against noisy 

data. The findings indicate the potential of the hybrid 

RF-kNN approach as a reliable and effective tool for 

breast cancer detection, paving the way for further 

research and development in medical diagnostics. 
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Appendix I 
S. No. Abbreviation Description  

1  DT Decision Trees 

2  KDD Knowledge Discovery in 
Databases 

3  kNN k-Nearest Neighbors 

4  LDA Linear Discriminant Analysis 

5  LightGBM Light Gradient Boosting 

6  ML Machine Learning 

7  NB Naïve Bayes 

8  PCR Principal Component 

Regression 

9  RF Random Forest 

10  RNN Recurrent Neural Network 

11  SVM Support Vector Machines 

12 WBCD Wisconsin Breast Cancer 

Database 

 

 

 


