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1.Introduction 
The biggest glandular biological structure in the 

human body is liver. It is involved in a variety of 

bodily functions, including metabolism, digestion, 

and detoxification [1]. The spleen, stomach, 

pancreas, gall bladder, and intestine are related to this 

organ through blood arteries. Hepatic disorders have 

major effects on the remaining organs as a result of 

liver functional diversity and vascular connectivity. 

The fifth most common cancer in males is liver 

cancer across the world [2]. Figure 1 gives the 

images of liver abnormalities and corresponding 

computed tomography (CT) images.  

 

 
 

 
*Author for correspondence 

Medical imaging is crucial for tumor identification, 

its diagnosis, surgical planning and interventional 

therapy [3]. Because of its high spatial resolution, 

high imaging speed, and low cost, CT is frequently 

used for diagnosis, and multiphase contrast-enhanced 

CT is also commonly suggested for the abdomen 

imaging.  Multiphase can increase the 

characterization and detection of liver abnormalities 

[4]. Contrast-enhancement makes liver tumor 

segmentation much more difficult because the 

characteristics of a tumor might change depending on 

scan delay, contrast dose, clinical stage, and tumor 

variety. CT image segmentation of the liver tumors 

has got a lot of attention due to the poor contrast and 

imprecise boundaries [5]. 
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Abstract  
Liver is most important organ in human body. Mainly there are two types of liver cancers- “liver abscess (LA), and 

hepatocellular carcinoma (HCC)”. Computed tomography (CT) is used to identify these liver cancers. The shape of liver, 

tumor, and tumor location changes with patients, hence it is very difficult to classify liver tumors. Early detection of liver 

cancers such as LA and HCC are very essential to reduce the mortality rate. Medical image analysis techniques are used 

for identification of liver abnormalities. In this paper, different machine learning algorithms such as support vector 

machine (SVM), K-Nearest neighbour (KNN), decision tree (DT), ensemble, and naive Bayes (NB) are used to classify the 

tumor as LA, and HCC. The steps required for classification are “preprocessing, liver segmentation, feature extraction, 

and classification”.  68 CT images are collected from different hospitals in Tirupati to train the model, and the models are 

validated using accuracy, specificity, sensitivity, Matthew correlation coefficient (MCC), and F1-score etc. From the 

performance analysis of different classifiers, it is observations that accuracy of SVM classifier is improved by 10%, 

specificity is improved by 40%, sensitivity is improved by 28%, precision is improved by 66.67%, MCC is improved by 8%, 

F1-score is improved 4%, and kappa is improved by 20.14% compare to KNN, whereas error is reduced by 33%. SVM 

performance is also improved by 22.22%, 45.83%, 40%, 62%, 20%, and 70% with respect to accuracy, precision, 

specificity, MCC, F1-score, and kappa compared to DT classifier whereas 50% reduction in error. We can conclude that 

SVM classifier gives better performance compare to all other classifiers in the study.  
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Liver abscess (LA) is a fluid-filled pus pocket within 

the liver. Abdominal infection, contagion in the 

blood, endoscopy and infection of the bile draining 

tubes, and liver trauma are causes of LA [6]. Despite 

the low prevalence of LA, it is critical to recognize 

and treat these lesions as soon as possible because 

they have a high death rate [7]. Hepatocellular 

carcinoma (HCC) is the frequent sort of primary 

malignant growth and a main source of disease 

related demise throughout the world [8]. Cirrhosis is 

the main danger cause for the improvement of HCC. 

Hepatitis B and C are the symptoms of cirrhosis [9]. 

Figure 2 shows that the tumour’s appearance changes 

dramatically with phases. Liver tissue appears on CT 

images at a similar intensity to surrounding organs. 

Depending on the tumor type, and the pathological 

stage, the tumor's profile may vary on CT images. 

Furthermore, liver cancers have no fixed location. 

These challenges must be taken into account when 

developing a liver and tumor segmentation algorithm, 

it remains difficult in case of medical image 

processing [10]. 

 

The motivation is used to design a computer-aided 

design (CAD) systems for liver tumor identification 

and classification. There are huge number of liver 

tumor classification systems. These systems are not 

able to identify the tumor accurately. The objective of 

this paper is effective segmentation of liver, 

extraction of features from the CT images, and 

classification using machine learning and deep 

learning techniques.  

 

The rest of this paper is structured as follows. The 

literature review is discussed in section 2. The 

methods for liver classification are explained in 

section 3, and feature extraction is addressed in 

section 4. The results are detailed in section 5. 

Discussion is included in section 6 and section 7 

contains conclusion. 

 

    

    
a b c d 

Figure 1 True Images and corresponding CT of (a). Liver abscess, (b). Hepatocellular carcinoma (c). Cirrhosis (d). 

Normal 

 

  
Figure 2 Phases of precontrast, arterial, portal venous, equilibrium 

 

2.Literature review 
Machhale et al. [11] proposed support vector 

machine (SVM) - K-nearest neighbour (KNN) hybrid 

classifier for brain tumor classification. In this paper, 

KNN is used to calculate nearest vectors to the 

hyperplane. They have shown that this method gives 

accuracy of 98%.  

 

Nadira and Rustam [12] used global artificial bee 

colony (GABC) – SVM method for breast cancer. It 

gives accuracy of 96.42%. 
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Starmans et al. [13] proposed radiomics approach for 

liver tumor classification. 119 T2w magnetic 

resonance (MR) sequences with 424 features with 

hyper parameter optimisation are used for training 

and testing SVM model. Random-split cross-

validation is used to estimate the performance of the 

model. 

 

Zhen et al. [14] used 31,608 images for training 

convolution neural network (CNN) to classify LTs as 

seven types, three types and binary. 6816 images are 

used to validate the model. The results show that 

seven-way classifier has poor performance. 

 

Trivizakis et al. [15] proposed three dimensional 

(3D) CNN for classifying LTs from magnetic 

resonance imaging (MRI) images. They used 

rectified linear unit (ReLU) as activation function, 

2048 neurons in fully connected layer, and soft max 

layer for classification. 130 MRI images are used for 

training and validation. The results show that 3D 

CNN gives improved performance compare to two 

dimensional (2D) CNN. 

 

Kutlu and Avc [16] developed a CNN–discrete 

wavelet transform (DWT) – long short-term memory 

(LSTM) method to classify LTs and brain tumors. In 

this paper, CNN is used for extraction 1×4096 

feature, DWT is used to reduce feature vector to 

1×2054 and LSTM is used for classification. The 

dataset consists of 112 LT images, and 300 brain 

tumor images. The results show that this method 

gives high accuracy compare to KNN and SVM 

classifiers. 

 

Rela et al. [17] proposed two deep learning networks 

that is CNN and recurrent neural network (RNN) for 

LT region classification. The inputs for CNN are 

tumor segmented images and for RNN are features. 

Here opposition based spotted hyena optimization is 

used. This method gives improved accuracy compare 

to other heuristic based deep learning networks.  

 

Balagourouchetty et al. [18] developed a model, 

which consist of two stage enhancement, lesion 

segmentation, modified GoogLeNet for deep feature 

extraction, and ensemble fully connected neural 

network (FCNet) classifier. This model is used to 

classify six types of liver CT images. 

 

Budak et al. [19] used cascaded encoder-decoder 

CNNs for LT segmentation. First network is used for 

liver segmentation, this is given as input to second 

network, and the output of second network is tumor 

segmentation. These networks give improved 

segmentation accuracy compare to existing methods.  

Zhang et al. [20] developed a weakly-supervised 

teacher-student network for LT segmentation. In this 

network, teacher learns to segment from enhanced 

CT images, where student able to segment the 

unenhanced images. 

 

Devi and Seenivasagam [21] discussed a CAD 

system based on SVM classifier using feature 

difference of lesion and liver. The dataset has 120 CT 

images. 

 

Krishan and Mittal [22] proposed ensemble of six 

classifiers for classification of HCC and metastases 

based on 44 features extracted from 1638 CT images. 

This system accuracy is 100%. 

 

All the methods discussed in the literature classify 

the images as benign or malign. These methods are 

used to identify whether tumor is in early stage or 

final stage. If the tumor is in final stage, then survival 

of the patient is very difficult. If the tumor is in early 

stage, then survival rate of patient can be improved. 

The two malign tumors that cause most liver cancer 

deaths are LA and HCC. In this paper, we have 

collected 68 CT images of malign LTs from different 

hospitals across Tirupati, and classified these images 

as LA, and HCC. These two abnormalities are 

causing most liver cancer deaths worldwide. If the 

type of LT is identified, then particular medication 

can be used to cure the cancer. Here, in this paper, 

particular type of liver cancer can be identified. 

 

3.Methods 
In this paper, CT liver images are classified as LA, 

and HCC using different classification technique 

such as SVM, KNN, naive Bayes (NB), decision tree 

(DT), ensemble, and discriminate classifiers. The 

classifiers are trained using different features like 

local binary pattern (LBP), Gray-level co-occurrence 

matrix (GLCM), shape feature and intensity-based 

features. Performance of classifiers are studied using 

statistical parameters for classification. The block 

diagram in Figure 3 shows the implementation of this 

paper. Database consist of 68 CT images with LA 

and HCC abnormalities. Liver region is segmented 

from CT images using region growing segmentation 

with manually selected seed point, then size of liver 

image is set to 256×256. 86 features extracted from 

liver region. Here, different machine learning models 

are trained using 80 percent of feature vectors to 

classify the images as LA and HCC. Then the models 

are tested using 20 percent of feature vectors. Finally, 
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models are validated using different statistical 

parameters. From the results, it is observed that SVM 

gives good classification performance.  

Different machine learning models used for 

classification are discussed in subsequent section. 

 

 
Figure 3 Block diagram representation of paper implementation 

  

3.1SVM 

Let there are l observations and each observation 

comprises of         , where    is a vector,      

                 and    is the associated “class”. 

       is probability distribution with which these 

observations are obtained. A machine has been 

designed with the objective of learning the 

mapping        . The machine is described by a 

series of mappings           , with the functions 

       being labelled by the changeable 

parameters   . The machine is deterministic, which 

means it always produce the unchanged output 

       for the input  , and option of  . A certain 

selection of   generates a “trained machine.” The 

trained machine has the test error as shown in 

Equation 1: 

      ∫
 

 
|        |         (1) 

 

Where,                     and        is the 

density function. 

     in equation 1 is the actual risk. The “empirical 

risk”         is the mean error rate, given in 

Equation 2. 

         
 

  
∑ |          | 

     (2) 

 

        is a constant value for a certain value of   

and for a specific        . 
 

 
|          | has two 

possible values: zero and one, and is referred to as the 

loss. Select η, its value is          . The 

following constrain in Equation 3 holds for losses 

with probability   –   : 

             √(
     (

  

 
)       (

 

 
)

 
) (3) 

 

Where   is the Vapnik Chervonenkis (VC) 

dimension, a positive integer that represents the 

understanding capacity. The VC dimension is a 

characteristic of a collection of          that can be 

defined for a variety of function    .  

 

In case of pattern recognition with two classes, 

                  . Suppose        , and the 

        comprises of directed straight lines, with all 

data on one side represent “class 1” and all data on 

another side, “class -1”. An arrow in Figure 4 

indicates the orientation, indicating which aspect of 

the line focuses ought to be the class 1. The 

hyperplanes in    has VC dimension of      , 

because one point is selected as origin in        
points, and the remaining   points has linearly 

independent position vectors. 
 

 
Figure 4 Points in R^2 
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3.1.1Linear SVM 

Let                     are   training data,    
  ,          . A hyperplane separates the class 1 

from the class -1 examples. The points    on the 

hyperplane fulfil        , where   is the 

hyperplane's normal, ‖ ‖ is the Euclidean norm 

of    , and | | ‖   ‖  is the hyperplane's normal 

distance from the origin. The smallest distance 

between the hyperplane and the closest negative 

(positive) is denoted by        . A separating 

hyperplane's "margin" is defined as        Assume 

that all of the training data meets the following 

criteria: 

 

Equation 4 and Equation 5 are combined into 

Equation 6. 

           when        (4) 

           when         (5) 

                           (6) 

 

Consider w and b for which Equation 4 holds true, 

present on               with perpendicular 

distance from the origin |     | ‖   ‖, whereas, the 

points for which Equation 5 holds true, present on  

              , with perpendicular distance 

from the origin |     | ‖   ‖. Hence     
            with the margin      .    and    are 

hyperplanes with no data between them. Thus, by 

decreasing ‖   ‖ , we may identify the pair of 

hyperplanes that yields the biggest margin, subject to 

limitations Equation 6. 

 

As a result, the solution for a 2D situation should take 

the form indicated in Figure 4. Support vectors are 

illustrated in Figure 5 by the extra circles. These are 

the training points for which Equation 6 holds, and 

removing them would modify the solution 

discovered;   

 

 
Figure 5 Hyperplanes with support vectors 

 

Let us propose positive Lagrange multipliers     
               , one each for limitations on 

disparity given in Equation 6. As a result, Lagrangian 

is as given Equation 7: 

   
 

 
‖   ‖  ∑                ∑   

 
   

 
     

(7)                      

The conditions are as follows when the gradient of    

with respect to   and b vanishes: 

   ∑             (8) 

∑            (9) 

 

By substituting Equation 8, Equation 9 into Equation 

7. 

   ∑     
 

 
∑                  (10) 

 

   is minimised to obtain the solution. The vectors 

for which        are called "support vectors" in the 

solution given by Equation 8 and lie on one of the 

     . All other training locations have       and 

are either on    or    , or on the side of    or    

such that Equation 6 holds. 
3.1.2Nonlinear SVM 

Let the data is mapped to infinite dimensional 

Euclidean space   , using a mapping   in Equation 

11: 

           (11) 

 

The training process would be dependent on the data 

via dot products in   , i.e., on functions of the type 

           . 

 

Now, if there were a "kernel function"   such that 

                     . If          is substituted 

for        , the training process will generate a SVM 

that operates in an unbounded dimensional space in 

roughly the same amount of time as training on un-

mapped data. The following were the kernels 

researched for the pattern recognition problem: 

         ‖   ‖     
    (12) 

                  (13) 

                      (14) 

 

Equation 12 generates a Gaussian radial basis 

function; Equation 13 generates a polynomial of 

degree   in the data classifier; and Equation 14 

generates a specific type of two-layer sigmoidal 

neural network [23]. 

 

3.2The K-nearest neighbour (KNN) algorithms 

The labelled sample set                is does 

not need to be pre-processed before using the nearest 

neighbour classifiers. This technique allots an 

unknown-class input y to the nearest neighbour’s 

class. The same rule can be applied to the KNN, 
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where the unknown-class input y being allocated to 

the class that has the largest number of KNN [24].  

 

3.3Naive bayes classification (NBC) 

The data is subjected to density estimate by NBC. 

Given the class, the algorithm uses Bayes theorem 

and asserts that the predictors are conditionally 

independent. NBC tends to provide posterior 

distributions that are robust to biased class density 

estimations, especially when the posterior is 0.5 (the 

decision boundary). The most likely class is assigned 

by NBC to observations 

3.4Ensemble classification 

These are learning algorithms that build a group of 

classifiers and then categorise incoming data points 

based on a selection of their predictions. Ensembles 

have been discovered to be far more accurate than the 

individual classifiers that make them up. To solve the 

same problem, this learning multiple classifier system 

trains many hypotheses. Random forest trees are an 

example of ensemble modelling, in which a number 

of DTs are used to predict outcomes. 

 

An ensemble as shown in Figure 6 is made up of 

several hypothesis or learners that are produced from 

training data using a basic learning method. Most 

ensemble methods produce homogeneous ensembles 

using a single base learning algorithm, whereas 

others build heterogeneous ensembles with numerous 

learning algorithms [25]. 

 

Figure 6 Architecture of ensemble  

 

4.Feature extraction  
4.1LBP 

LBP is a useful texture pattern descriptor for 

describing an image's local texture patterns. It's 

commonly utilized in image-processing-related 

applications [26]. The LBP operates on a 3 × 3 block 

size, with the centre pixel serving as a threshold for 

neighboring pixels, and the LBP code for a centre  

pixel being formed by encoding the determined 

threshold value. 

 

LBP is given as in Equation 15 and Equation 16: 

    ∑          
    

      (15) 

     {
                
               

    (16) 

 

where     is i
th

 neighboring pixel, P denotes the 

number of neighboring pixels, and   the centre pixel. 

The acquired LBP code is used to extract the 

histogram features of size    . As a result, the 

histogram feature vector length for eight nearby 

pixels is 256. With a    value of 10 and eight 

neighbouring pixels, the LBP process is shown in 

Figure 7. 

 

 
Figure 7 LBP operation 
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4.2Gray level co-occurrence matrix (GLCM) 

The GLCM is a technique for obtaining statistical 

texture information of second order. The GLCM is 

used to model the associations between pixels within 

the region. The GLCM is primarily depend on an 

assessment of 2nd-order joint conditional probability 

density       |      for various directions    
               and distances                , 
etc. GLCM features “energy, contrast, correlation, 

and homogeneity” are given in Table1 [27]. 

 

 

Table 1 GLCM features 
 

Energy ∑       
 

   

     

 

 

Contrast ∑           
   

     

 

 

Correlation ∑     

          

  

   

     

 

 

Homogeneity ∑
    

        

   

     

 

Where  

     is the pixel at x, y location 

       ∑      

   

     

 

            ∑           
   

     

 

 

4.3Shape features  

Initially image should be transformed to gray scale 

image, then obtained binary image by using 

imbinarize, then the following features are obtained 

from binary image: “number of connected 

components, area of binary image, perimeter, total 

number of pixels in perimeter, and centroid” using 

“bwlabel, bwarea, bwperim, sum(sum(bwperim)), 

and centroid” respectively. 

 

4.4Intensity based features 

Features such as: “mean, standard deviation, entropy, 

root mean square (RMS), variance, smoothness, 

inverse difference movement, and skewness” are 

extracted using “mean2, std2, entropy, RMS, 1-

(1/(1+ sum(double(x(:))))), ∑ ∑            
   

 
   

        ”.  

 

5.Results 
The database consists of 86 features extracted from 

each liver image, there are 68 liver images labelled 

into two categories, LA, and HCC. The CT liver 

images collected from different hospitals in Tirupati. 

Each image is of size        . 34 CT liver images 

contain LA, and remaining 34 images contain HCC. 

These images are used to extract the features. The 

features data set size is       and 80:20 percentage 

of this data is used for training and testing.  We have 

used different classifier like SVM, KNN, Ensemble, 

DT, NB and discriminant. Performance of these 

classifiers are measured using “accuracy, error, 

sensitivity, specificity, precision, false positive rate 

(FPR), F1-score, Matthews correlation coefficient 

(MCC), and kappa”.  Figure 8 (a) is the plot of 

accuracy with respect to various classifiers. This plot 

says that SVM classifier gives 85% of correct 

predictions over total number of predictions whereas 

DT and ensemble classifier gives lowest accuracy for 

the dataset considered.  

 

Figure 8(b) is the plot of error verses different 

classifiers. This plot shows that SVM classifier gives 

lowest number of incorrect classifications compare to 

other classifiers. Figure 8 (c) is sensitivity 

measurement with respect to different classifiers, 

shows that discriminant analysis classifier has 100% 

ability to predict LA as LA and HCC as HCC 

compare to other classifiers. Figure 8 (d) is 

specificity variation with respect to different 

classifiers, shows that SVM classifiers gives 87.5% 

of not predictiong LA as HCC and HCC as LA. 

Figure 8 (e) shows that SVM gives precision of 

83.3%, that not to label LA, if features belong to 
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HCC. Figure 8 (f), (g), (h), and (i) show that SVM 

gives lowest FPR of 12.5%, that is incorrect 

prediction of liver abnormality, 80% of F1-score that 

is performance rate, 67.5% of MCC that is correctly 

predicting LA and HCC, and 67% of Kappa. Overall 

performance of all the classifiers is shown in Figure 

9. 

 

 
 

(a) (b) 

 
 

(c) (d) 

  
(e) (f) 

  
(g) (h) 
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(i) 

Figure 8 (a) Accuracy, (b) Error, (c) Sensitivity, (d) Specificity, (e) Precision, (f) FPR, (g) F1-score, (h) MCC, and 

(i) Kappa for different classifiers 

 

 
Figure 9 Overall performance of all classifiers 

 

6.Discussion  
From the results, we can observe that SVM has 

improved accuracy of 55.59%, 28.95%, 20.07%, 

28.95%, and 11.19% compare to KNN, ensemble, 

DT, NB, and discriminant classifiers. SVM has 

reduced error of 75%, 60%, 50%, 60%, and 33.31% 

compare to KNN, ensemble, DT, NB, and 

discriminant classifiers. SVM gives improved 

sensitivity of 75%, 25%, 0%, 6.25%, and -25%, 

improved specificity of 8.57%, 57.14%, 28.57%, 

36.5%, and 23.8%,  improved precision of 40%, 

55%, 31.43%, 48.57%, and 31.43%, FPR reduced by 

37.5%, 80%, 66.67%, 71.87%, and 62.49%, F1-score 

improved by 75%, 31.88%, 16.67%, 31.81%, and 

9.1% , improved MCC of 55.56%, 35.85%, 38.55%, 

58%, and 8.56%, improved kappa of  65.8%, 53.22%, 

41.43%, 62.53%, and 18.27% compare to other 

classifiers labelled as KNN, ensemble, DT, NB, and 

discriminant classifiers. Discrimint analysis classifier 

gives highest sensitivity of 100%. From the 

observation, we can say that SVM classifier gives 

improved performance compare to other classifiers. 

The shape of liver and location of tumor changes 

from image to image. Hence the features extracted 

from the CT liver image has irreguraly distributed 

features. Since SVM is able to perform well for 

irreguraly distributed features whereas  KNN 

performance reduces due to irregular features and NB 

assumes all features are independent. So, SVM 
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classifier is able to give better performance compare 

to other classifiers.  

 

The accuracy of SVM classifier for the dataset 

considered is only 84.6%. It can be increased further 

by considering larger dataset. In this paper, we have 

used region growing method for liver segmentation. 

In this method, the seed point should be selected 

manually to extract the liver region. Instead of using 

manual segmentation of liver, automatic 

segmentation of liver is possible with neural network 

(NN). The NN models can be used for both 

segmentation and classification. But to train the NN 

model, large dataset should be used, otherwise the 

performance of NN will not be good. A complete list 

of abbreviations is shown in Appendix I. 

 

6.1Limitation 

In this paper , the dataset consist of 68 CT images 

with 86 features. Since the dataset is small, the 

optimization algorithms are not used to train the 

model. If the dataset is increased then to reduce the 

training time and testing time optimization 

algorithms must be used.  By using optimization 

algorithms, classifier can be trained with selected 

features most suitable for analysis instead of using all 

features.  Further by using large dataset, the 

performance of classifier can be improved.  

 

7.Conclusion 

Liver tumor classification is difficult task, because 

the shape of the liver, tumor and lesion texture 

changes with liver abnormalities. Hence, liver tumor 

classification is current research problem. In paper, 

we have used different classification methods for 

classifying liver abnormalities as LA, and HCC. Here 

we have used 64 CT images, in which 51 images are 

used for training and remaining images for testing. 

SVM classifier has given highest accuracy, 

sensitivity, specificity, precision, F1-score, and 

MCC, and lowest error, and FPR compared to other 

classifiers. In future, we are going to study effect of 

heuristic-based optimization algorithms in 

classification. Deep learning algorithms with 

heuristic-based optimization techniques, and large 

data set can give best classification performance. 

Future work includes collecting large data set of at 

least 250 CT images, extraction of liver and tumor 

region from CT images automatically. Optimization 

algorithms will be used in machine learning 

algorithms to improve the performance of classifier 

and to reduce the computation time. 
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Appendix I 
S. No. Abbreviation  Description 

1 2D Two Dimensional 

2 3D Three Dimensional 

3 CAD Computer-Aided Design 

4 CNN Convolution Neural Network 

5 CT Computed Tomography 

6  DT Decision Tree 

7 DWT Discrete Wavelet Transform 

8 FCNet Fully Connected Neural Network 

9 FPR False Positive Rate 

10 GABC Global Artificial Bee Colony 

11 GLCM Gray-Level Co-Occurrence Matrix 

12 HCC Hepatocellular Carcinoma  

13 KNN K-Nearest Neighbor  

14 LA Liver Abscess  

15 LBP Local Binary Pattern  

16 LSTM Long Short-Term Memory  

17 MCC Matthews Correlation Coefficient  

18 MR Magnetic Resonance  

19 MRI Magnetic Resonance Imaging  

20 NB Naive Bayes 

21 NN Neural Network 

22 ReLU Rectified Linear Unit 

23 RMS Root Mean Square 

24 RNN Recurrent Neural Network 

25 SVM Support Vector Machine  
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