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1.Introduction 
In the last several decades, advances in fundamental 

components of information technology (IT) have 

changed the course of business [1]. Stock market 

becomes a focal point of interest in recent years, 

owing in great part to technological advancements. 

According to the World Bank, the global stock 

market capitalisation has topped 68.654 trillion USD 

in 2018. The share in the global stock market has 

risen since then, from 68.654 trillion dollars in 2018 

to 116.78 trillion dollars in H1 2021 [2]. In January 

2021, Bangladesh's market valuation was 49.942 

billion dollars [3].  

 

 

 
*Author for correspondence 

Investors look for strategies and techniques that may 

boost profits while lowering risk [4]. 

 

Because of its non-linear, variable, chaotic, and 

unpredictable nature; share market forecasting is not 

an easy process [5]. Quality standards should be 

properly followed in order to optimize the 

performance of any form of service [6]. Statistics on 

stock market prices is generated in large quantities 

and fluctuates every second. As a result, the stock 

market is a sophisticated and difficult system in 

which people might make profit or end up losing 

entire savings [7]. It's a disordered system. The 

general perception of the share market in public is 

that, it is either too hazardous to invest in or too 

difficult to trade. Therefore, most individuals are 

uninterested. The stock market share price prediction 
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Stock market price prediction is now a prominent and significant issue in financial and academic studies as the stock 

market plays a vital role in the economy. The process of attempting to anticipate the future valuation of a company's 

share is known as stock market price prediction. Share prices are time-series information, and artificial neural networks 

(ANNs) can uncover non-linear associations among time-series information. This makes ANN the best method for 

predicting stock market values. Many researchers are working on this topic and trying to find the best algorithm which is 

suitable for predicting the stock price. But significant improvement in prediction is still not achieved. Therefore, in this 

work, an ANN model is proposed and implemented by using a multilayer feedforward backpropagation method. In this 

work, data of fifteen companies over a six years span have been analyzed. To predict the specific result, the proposed 

model has been trained with four different algorithms: Levenberg Marquardt (LM), Bayesian regularization (BR), scaled 

conjugate gradient (SCG) and Quasi Newton) by changing their parameters. Number of hidden layers, hidden neurons 

and percentage of training data have been changed to get better output. The split ratio of training, testing and validation 

data sets is 70:15:15. The projected results are then compared to the actual data after the training and testing procedure 

to determine the accuracy. The accuracy of LM is 95.64%, BR is 91.26%, SCG accuracy is 88.91% and Quasi Newton is 

84.20%. The result showed that, LM algorithm provides better accuracy than other models. In addition, less error has 

been found from the LM algorithm, making it the best algorithm for prediction in our proposed model. 

 

Keywords 
Stock market, Price prediction, Artificial neural network, Levenberg Marquardt(LM), Bayesian regularization(BR), 

Scaled conjugate gradient(SCG), Quasi newton. 

 



Md. Ashikur Rahman Khan et al.   

1398 

 

will be the finest for projecting future values to tackle 

these kinds of problems. However, building an 

appropriate model is tough since price fluctuation is 

influenced by a variety of elements including media 

(both formal media, and social media), data from the 

internet, principles, corporate production, treasury 

bonds, historical pricing, and local economics. A 

prediction approach that just considers one 

component may not be effective. As a result, 

combining several inputs such as news, data from the 

internet, and historical pricing data could improve the 

performance of the approach. 

 

It's been human's common ambition since the dawn 

of creation to keep his life more convenient. Because 

the prevailing belief in society is that, riches offer 

comfort and luxury. One way to achieve this 

comfortable and luxury life is investing in stock 

market properly. In that case, prediction on stock 

market comes in handy. However, because of the 

market's extreme volatility, stock market is regarded 

too unstable to be predictable. Therefore, the job of 

share market prediction is captivating, and experts 

and academics are separated into two camps: (i) 

Those who think they can develop systems to 

forecast the market, and (ii) Those who think the 

share market is productive and consumes new 

knowledge by fixing itself, leaving no room for 

prediction. Among these two camps, believer of the 

first group is increasing. Because over the next few 

years, the most recent advancements in artificial 

intelligence (AI) (such as neural networks (NNs), 

machine learning (ML), deep learning (DL), etc.) will 

have a greater impact on how we engage with 

business, industry, and the economy [8]. The stock 

market is crucial for investors and industries, as well 

as for a country's economies also. But today's 

investors generally have a trading dilemma since they 

don't know which stocks to purchase or which stocks 

to trade in order to achieve the best results. As a 

result, stock market price forecasting is in high 

demand. Therefore, it's no surprise that, there has 

been too much research into stock market 

forecasting. 

 

As discussed, one of the most recent issues for the AI 

field has been predicting stock prices [9]. With 

variable outcomes; a variety of technical, basic, and 

evaluation metrics of AI field have been presented 

and applied to solve the issue of prediction. However, 

neither one of those strategies, or a mixture of them, 

has proven to be sufficient. Prediction studies have 

largely surpassed the capabilities of conventional AI 

research, which has mostly concentrated on 

constructing expert machines that are meant to mimic 

human intellect. The share market is complicated and 

unpredictable by its very nature. Therefore, scholars 

and investors alike are expecting that, the emergence 

of NNs can help them to solve share market issues 

[10]. Artificial neural networks (ANNs), which are 

based on the activity of human neurons, can 

understand patterns in the data and extend their 

expertise to identify upcoming relevant patterns. 

 

Pattern recognition as well as ML tasks such as 

regression and classification are well-suited NNs, 

according to research [11]. Nowadays, NNs are 

widely used in disciplines such as economics, 

business, manufacturing, and research as a data 

mining tool. Because of its certain unique qualities, 

NNs have a bright future in prediction challenges. 

These unique qualities are: 

 To begin with, traditional approaches like 

regression analysis and logistic regression are 

model-based, but NNs are self-adjusting 

techniques that are dependent on training data. As 

a result, they can resolve the issue with only a 

basic understanding of the model and without 

confining the prediction system with additional 

assumptions.  

 Furthermore, since they are basic model 

approximators, NNs can identify the relationship 

among the system's input and output, although this 

relationship is complex. As a result, NNs are well 

suited to situations in which identifying data 

correlations is challenging but a massive adequate 

training data set is available. Even though the 

principles or patterns we're searching for may not 

always be obvious, or the data may be distorted 

because of the system's procedure or assessments 

noise; inductive training or data-driven approaches 

are still seen to be the most appropriate way to 

combat with real-world prediction challenges.  

 Next, NNs have the capability to generalize, which 

means that even after training, it could identify 

new patterns that weren't in the training set. 

Because forecasting the upcoming events 

(unobserved data) is depended on existing data 

(training set) for most pattern recognition 

situations; therefore, NNs could be very useful.  

 Finally, it has been stated that NNs are basic 

model approximators. It has been demonstrated 

that a multilayer feedforward NN can mimic any 

difficult continuous function, allowing us to 

understand any difficult interaction among the 

system's input and output. 
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As an emerging sector, many scholars are working on 

this prediction issue and attempting to find the best 

method for predicting stock prices. However, most of 

the prior works (given in the literature review 

section) concentrate just on one organization stock 

data, or consider only few variables which is 

insufficient for prediction. In addition, some study 

focuses mostly on short-term perspective research or 

takes only few days data, which is also insufficient 

for price forecasting. Furthermore, the accuracy of 

stock market forecast utilizing the approaches used in 

these earlier studies is also very low. Therefore, in 

our work, a total of fifteen (15) companies six years 

real data have been used to analyze the stock market 

price. Data is gathered from reliable sources that has 

the essential and useful information for the forecast. 

The primary data source was the Dhaka stock 

exchange (DSE) website [12]. The investing website 

[13] is another source of information. This website 

offers all of the information for every financial firm, 

including the date, starting value, completing value, 

peak value, lowest score, number of shares, and 

changes in stock values. To evaluate the accuracy in 

our work, four algorithms namely, Levenberg 

Marquardt (LM), Bayesian regularization (BR), 

scaled conjugate gradient (SCG), and Quasi Newton 

(QN) with shifting hidden layer, neuron, and training 

data are utilized after data collection and training. 

The training, testing, and validation data sets are split 

70:15:15 ratio in this study, and the final output 

shows that the LM trained model is more accurate 

and gives less error than others. Investors would 

simply understand the characteristics of the financial 

stock market and make predictions using this 

approach. In summary, the major contributions of this 

work are: 

i. An in-depth literature survey is provided along 

with the previous work’s shortcomings. An ANN 

model is proposed in our work to overcome these 

shortcomings. This depicts the necessity and 

novelty of our work.  

ii. All the necessary steps for the proposed ANN 

model’s design and implementation are broadly 

explained. The implementation includes: 

construction, training, testing and validation of the 

proposed ANN model. 

iii. For training our proposed network, we have used 

four algorithms. For each algorithm, we have 

performed the training on different configurations 

comprising different number of hidden layers and 

different training data percentage. Regression 

value, and error histogram is presented for each 

configuration. Finally, error testing and accuracy 

testing is performed for best three configurations 

of each algorithm. 

iv. Finally, we have analyzed the results of these four 

algorithms and their error and accuracy is 

compared. After comparison, less error has been 

found from LM algorithm. In addition, LM 

provides better accuracy than the others. 

 

The following is a breakdown of the paper: Section 1 

provides an overview of the stock market and AI, and 

ANN approaches in order to pique the reader's 

curiosity in this fascinating subject. A goal is 

determined and a research aim is presented by 

explaining and analyzing the surroundings. We 

addressed some of the current research in the field of 

stock market forecasting using AI, and ANN 

approaches in section 2. Readers will learn about 

previous studies, study types, and drawbacks in this 

section. Section 3 explains the work's requirements 

and how it will be carried out. This part serves as the 

foundation for the research strategy and design. The 

results and explanation are presented in section 4. It 

uses figures to show the prediction performance of 

the four ANN algorithms utilized, which helps 

investors to know about the market position. 

Ultimately, section 5 discusses the work's overall 

accomplishments and concludes it. 

 

2.Literature review  
The literature review is performed on the studies 

which relates on the sectors of our work.  When we 

want to study in depth on a research topic, then we 

first have to focus on the recent review papers on that 

topic [14]. That’s why in this literature work, initially 

we performed the study on review works which are 

related to stock market prediction using AI and its 

communities. Then, we have performed the study on 

actual research work on stock market prediction. The 

novelty of our work compared to the related previous 

works can be easily understood from the summary of 

literature, which is presented at the end of the section. 

In [15], the authors give a systematic overview of 

ML techniques to stock market prediction. Their 

research looks into a variety of methodologies for 

predicting stock prices, ranging from classical ML 

and DL to neural nets and graph-based strategies. It 

examines the methodologies in depth, and the 

obstacles they imply, as well as the sector's potential 

scope of study. The authors of [16] present a decade-

long assessment of approaches, recent advancements, 

and future perspectives in stock price prediction 

using ML approaches. The studies from the previous 

decade (2011–2021) were scrutinized. The study will 

aid upcoming researchers in understanding the 
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fundamentals and progress of this new field, allowing 

them to pursue additional research in potential paths. 

Another article in the same genre is presented in [17]. 

Based on a survey of latest research, the goal of this 

work is to indicate areas for future ML share market 

forecasting. A systematic literature review (SLR) 

process is utilized to find appropriate peer-reviewed 

journal papers from the last two decades and classify 

studies with similar techniques and topics. There are 

four types of studies: ANN studies, support vector 

machine (SVM) studies, genetic algorithms mixed 

with other techniques, and hybrid as well as other AI 

approaches. All genre's studies are examined for 

generic findings, unique findings, limits, and areas 

that require additional research. The final part 

concludes with a summary of the findings and 

recommendations for future research. 

 

The work [18] presents a SLR of DL algorithms for 

stock price prediction in the European Union. The 

planned SLR has 12 articles, reflecting that there still 

isn't a lot of development in this domain, which 

suggests that there is still need for more research. The 

researchers in [19] presents yet another overview of 

stock forecasting using ML approaches. This 

overview study explores several ML strategies 

(supervised or unsupervised) and techniques for 

investors to learn when stock values rise or fall. It 

was completed in five stages: data collection, datasets 

pre-processing, extraction of features, share price 

forecasting using several algorithms, and 

visualization of the results. In [20], the authors also 

present a comparable piece of work. In this literature 

study, many ML strategies are explained. The authors 

look at how ML techniques could be used to forecast 

stock prices. There are a variety of parameters which 

can be used to train the algorithm for this goal. A few 

of the other aspects that can affect the stock price are 

also highlighted.  

 

After performing the deep literature survey, we now 

focus on the actual research works on stock price 

prediction. Here, we discussed the proposed 

models/approaches by the researchers, their accuracy, 

and the limitations of these works.  

 

Pyo et al. [21] conduct a study that uses 

nonparametric ML approaches such as ANN, SVMs 

with polynomials and radial basis functional kernels 

to forecast the trend of the KOSPI 200 values. 

Utilizing Google trends, the results revealed a highest 

accuracy of 52% for short durations. That is, the 

ensemble approaches did not increase the prediction 

performance. For real-world investors, the accuracy 

of this research is insufficient. The researchers 

offered various ML techniques to anticipate the price 

of Dhaka share market in [22]. They evaluate this 

procedure in order to improve accuracy. They use 

deep neural network (DNN), recurrent neural 

network (RNN), long short-term memory (LSTM), 

and SVM methods to anticipate market rate. DNN 

have the highest accuracy rate of 88%. Although 

precision is good for this work, but it is insufficient. 

Furthermore, for this research, sentiment analysis 

employing posts on social media does not yield 

particularly reliable results. The work [23] explains 

how to anticipate a stock using ML. The authors 

suggest a ML approach which will be taught using 

publicly available market information to gather 

intelligence, and then utilize that information to make 

a reliable prediction. In this regard, the study used 

SVM to estimate share prices for big and small 

capitalizations, as well as in three separate markets, 

using daily and up-to-the-minute data. Chen et al. 

[24] shown a variety of ML techniques for stock 

price prediction, including NNs, genetic algorithms, 

SVM, and others. LSTM was used to analyze and 

simulate Chinese stock market returns. The model 

was trained on 900000 patterns and then evaluated on 

the remaining 311361 patterns. Their LSTM model 

enhanced the efficiency of stock market returns 

forecast from 14.3% to 27.2% as compared to an 

arbitrary prediction technique. The attempts revealed 

the potential of LSTM in stock price forecasting in 

China, which is technical yet far more uncertain. This 

model just looked at stock market predictions in 

China, and it left out a bunch of other aspects. 

Additional data, such as global market indices, mass 

commodity prices, recent business news, and perhaps 

even social media atmosphere, must be considered as 

learning features. 

 

The authors used an ANN to anticipate the NASDAQ 

share market in [25]. They utilized several years of 

collected data and multiple ANN techniques to train 

the systems, varying the hidden layer quantity, 

hidden neuron, and proportion of training data. In 

learning using five inputs, ten neurons with in input 

layer, and one in the output layer, the system's 

accuracy was 99%. 1378.0411 is the highest 

validation result (i.e., mean squared error). Even 

though the share closing values are greater than 3000, 

the inaccuracy is less than 2%. However, there are 

certain limitations to the work. To improve accuracy, 

the important impact of particular domain analytical 

parameters on the quality of share price prediction 

must be identified. The work [26] does Indian share 

market forecasting utilizing ANNs on tick data. 
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Authors in [27] presents another stock price forecast 

using NN with backpropagation technique. The finest 

structure achieved after the training was 8: 9: 1. The 

test was then performed on test data utilizing the 

optimal network model, and the MSE was measured 

to be 0.1830. However, various forms of NN can be 

used to forecast, as well as altering the training 

algorithm to better manage the modest price 

differences across periods, leading in a prediction 

that is closer to the real data. The authors examine the 

outcomes of NNs based on three distinct learning 

approaches, namely, LM, SCG, and BR, regarding 

stock price prediction using tick statistics and 15-min 

statistics from an Indian company. Utilizing tick 

statistics, all three approaches have a 99.9% accuracy 

rate. The accuracy for LM, SCG, and BR across a 15-

minute dataset falls to 96.2 percent, 97.0 percent, and 

98.9 percent, respectively, which is much lower than 

the findings achieved from tick data. However, the 

authors just utilize data from the last 30 working 

days. Seasonal and annual elements that influence 

share prices can be incorporated into a larger dataset. 

Furthermore, because well-known persons' comments 

and views are believed to influence share prices, 

certain sentiment analysis might aid in share price 

prediction. The researchers in [28] want to construct 

a share price prediction model by merging ANN and 

decision trees (DTs). The integrated DT+ANN model 

has 77% accuracy, which is greater than the 

standalone ANN and DT designs in the electrical 

sector, according to the results obtained. However, 

there are several limits to this approach that must be 

taken into account. For more assessments, other 

approaches such as SVMs, genetic algorithms, and so 

on can be considered. 

 

A work is done at [29] for forecasting the share 

closing price employing ML approaches. In this 

study, ANN and random forest approaches were used 

to forecast the following day closing price of five 

companies operating in various industries. Standard 

strategic metrics such as root mean squared error 

(RMSE) and mean absolute percentage error (MAPE) 

are used to assess the systems. These two parameters 

have low values, indicating that the systems are good 

at predicting share closing prices. The authors of [30] 

addressed numerous approaches for predicting future 

closing share prices that may increase or fall more 

accurately than the significant level. They made a lot 

of trading in the markets utilizing automated 

computer algorithms that incorporated data mining 

and forecasting technology. This technique is 

intended to assist investors in uncovering hidden 

correlations in historical data which have the 

potential to anticipate their investing decisions. In 

[31], the authors describe a convolutional neural 

network (CNN)-bidirectional LSTM (BiSLSTM)-

based share closing price forecasting model. The 

model uses a CNN to retrieve sophisticated elements 

that affects stock price, and then uses BiSLSTM to 

forecast share closing price when CNN has analyzed 

the data. The CNN-BiSLSTM is trained and tested 

using past data from the Shenzhen Component Index 

spanning 1991 to 2020 to validate the model's 

efficiency. MLP, RNN, LSTM, BiLSTM, CNN-

LSTM, and CNN-BiLSTM are contrasted to CNN-

BiSLSTM. The MAE, root-MSE (RMSE), and R-

square (R2) assessment parameters of the CNN-

BiSLSTM are all ideal, according to the observed 

measurements.  

 

The authors provide a ML-assisted approach for 

assessing the equity's long-term price in [32]. In 

76.5% of the time, their approach can correctly 

forecast if a share performance would increase by 

10% or not over the course of a year. The study's 

shortcoming is that the designs were not built using 

data that was not time-limited. The authors [33] 

employ a sophisticated DL method to anticipate 

short-term share market price trends. The authors 

gathered data from the Chinese share market for two 

years and provided an advanced feature design and 

DL-dependent framework for forecasting share 

market price trends. Shen et al. [34] introduced a 

novel prediction technique that takes SVM to forecast 

the next-day share trend by exploiting the temporal 

association between universal share markets and 

numerous financial items. ML methods like as SVM 

and reinforcement learning are used in several 

research to forecast the trends in the share market. 

The Nasdaq, the S&P 500, and the dow jones 

industrial average (DJIA) are three indices that are 

regarded as indicators of market efficiency on any 

particular day. They serve as the foundation for 

numerous investment goods that are based on the 

daily changes in their prices. The Nasdaq has a 

predictive performance of 74.4%, the S&P500 has 

76%, and the DJIA has 77.6%. Furthermore, it is 

necessary to investigate additional innovative and 

effective approaches, as this is insufficient. The 

model can be adjusted to account for taxes and fees 

in the trading system. 

 

From the above studies, we can see that; the previous 

works has some limitations which we presented 

alongside every work. Some provide less accuracy; 

some takes only a few days data; some mainly 

focused on short-time perspective analysis; some 
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takes only one or two input variables, and some 

considers one or two algorithms for training the data. 

These features are not perfect for stock price 

prediction. To overcome these limitations, we 

performed our research. In our work, a total of fifteen 

(15) companies six years real data have been used to 

analyze the stock market price. To improve accuracy, 

four algorithms with shifting hidden layer, neuron, 

and training data are utilized after data collection and 

training. A large amount and long duration spanning 

dataset, and utilizing four different algorithms for 

finding the best prediction performance, provides 

unique novelty of our work compared to the previous 

ones. 

 

3.Methodology 

This section depicts the core part of our research. 

This research's intended strategy for constructing the 

prediction system comprises mostly of three parts. (i) 

To begin, data from multiple sources is gathered and 

sorted for relevance. (ii) Second, the acquired data is 

analyzed by looking at the current market trends, 

following the industry body and particular 

businesses, and then the data is reported and rated 

appropriately. (iii) Finally, an ANN is created, and 

the most accurate method for predicting stock value 

is picked. 

 

3.1Data collection and processing 

This study aims to forecast the stock's worth based on 

its prior value and patterns. It necessitates stock 

market data. As a result, a reliable source with 

relevant and sufficient data for the forecast is 

essential. The main source of data would be the DSE 

[12]. The investing website [13] is another source of 

information. This site offers all of the information for 

every financial firm, including the date, starting 

value, ending value, peak value, minimum score, 

amount of stock, and changes in share prices. This 

also shows the DSE's overall effectiveness as well as 

the performance of corporations in several sectors. In 

this research, the considered attributes are day, week, 

month, year, company name, opening price, lowest 

price, and highest price. The attribute day, week, 

month, and year means particular time for which we 

collect and consider the data. The company name 

specifies the name of a company which we consider 

for data collection. The opening price means the price 

of share on any particular day when the share market 

starts. The highest and lowest price means the 

maximum and minimum value for a share in a 

particular day. The considered output is price.  

 

Here, we have collected 15 company’s 5 years data. 

For any particular company, we have collected 

approximately 190 data per year. This makes (5×190) 

= 950 data for 5 years for each company. Therefore, 

total (15×950) = 14, 250 data are collected for our 

research. Table 1 shows a sample of the collected 

data. 

 

Data pre-processing is an essential step that must be 

done with caution and properly. First and foremost, 

the excel file contains all of the obtained raw 

datasets. Then, to exclude any duplicate entries in our 

data, use the remove duplicate records operator. Then 

implement the normalized rules to all of the columns. 

The rule is as follows Equation 1: 

            
      

         
   (1) 

 

The two aspects of stock market analysis are: (i) 

fundamental analysis, and (ii) technical analysis. 

 

Table 1 Sample of collected data 
Date Price Opening High Low Share(K) Change (%) 

Jan 31, 2019 87.00 89.00 89.50 86.00 191.83 -1.69 

Jan30, 2019 88.50 89.40 89.80 88.30 180.75 -1.01 

Jan 29, 2019 89.40 90.40 90.40 88.90 225.96 0.34 

Jan 28, 2019 89.10 87.10 90.90 87.10 471.23 1.37 

Jan 27, 2019 87.90 88.00 88.20 87.20 181.90 -0.23 

Jan 24, 2019 88.10 87.60 88.30 87.50 335.99 1.15 

Jan 23, 2019 87.10 87.20 88.20 86.70 321.09 0.23 

Jan 22, 2019 86.90 86.00 87.50 85.80 408.40 0.58 

Jan 21, 2019 86.40 86.00 86.60 85.00 430.36 0.38 

Jan 20, 2019 85.80 85.50 86.30 84.50 372.09 1.30 

Jan 17, 2019 84.70 84.70 85.40 84.30 237.16 -0.82 

Jan 16, 2019 85.40 84.90 86.40 84.70 655.90 0.95 

Jan 15, 2019 84.60 85.50 86.00 81.10 535.30 -1.05 

Jan 14, 2019 85.50 86.10 86.90 79.70 276.71 -1.16 

Jan 13, 2019 86.50 86.10 87.00 85.60 575.16 0.46 

Jan 10, 2019 86.10 86.60 86.60 85.50 254.72 0.23 
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Date Price Opening High Low Share(K) Change (%) 

Jan 09, 2019 85.90 86.40 86.60 85.50 521,94 -0.58 

Jan 08, 2019 84.90 85.50 86.80 84.10 644.31 1.77 

Jan 07, 2019 84.90 86.00 86.00 83.00 517.83 -1.05 

Jan 06, 2019 85.80 84.30 86.20 82.80 811.80 1.78 

Jan 03, 2019 84.30 81.80 85.50 81.80 1210 3.69 

 

Fundamental analysts are interested in the business 

that underpins the stock. They assess a company's 

prior performance and the accuracy of its financial 

statements. Many performing metrics are developed 

to assist fundamental analysts in determining a 

stock's legitimacy. Fundamental analysis in the share 

market is the process of determining a stock's actual 

worth, which could then be matched to the price at 

which it is transacted on stock exchanges, to 

determine, if the shares are undervalued or otherwise 

[35]. Different methods with essentially the same 

idea can be used to find the actual worth. The central 

principle would be that a corporation is worth the 

sum of its potential earnings. These potential gains 

must be adjusted to their current worth as well. This 

notion aligns with the belief that a company's sole 

purpose is to maximize profits [36]. 

 

Fundamental analysis, in contrast to technical 

analysis, is viewed as a long-term policy. 

Fundamental analysis is based on the idea that human 

civilization need money to advance. Therefore, if a 

business does well, this should be awarded with more 

capital, resulting in a share price increase. 

Fundamental analysis, similar to financial statement 

analysis [37], is extensively utilized by investment 

firms because it's the most acceptable, balanced, and 

based on openly available facts. 

 

Technical analysts, sometimes known as chartists, are 

unconcerned about a company's basics. They try to 

predict the future value of a share simply looking at 

previous price movements. Methods like as the 

exponential moving average (EMA), oscillations, 

support and resistance points, and power and quantity 

indications are employed in conjunction with the 

patterns. Candlestick patterns, which are thought to 

have originated with Japanese rice traders, are now 

commonly utilized by chartists [38]. 

 

Short-term tactics are more commonly used instead 

of long-term tactics in technical analysis. As a result, 

it's significantly more common in goods and foreign 

exchange (FX) marketplaces, where traders are more 

concerned with short-term price changes. This 

analysis relies on a few fundamental assumptions. 

Firstly, everything important about a firm is already 

factored into its stock price. Other factors include 

price movement in waves and the fact that past (of 

prices) seems to repeat themselves, according to 

market sentiment [39]. 

 

3.2Neural network model for prediction 

The structure of the human brain inspired the 

development of ANNs. Nodes, links, and weighting 

in an ANN reflect the neurons, synapses, and 

electrical signal levels in the nervous system of brain, 

correspondingly [40]. An ANN can acquire many 

different shapes, with links, loops, and contacts in 

multiple patterns allowed. But only a particular type 

of NN (the feed-forward) is utilized in this work.  

 

Every data from the input nodes is fed up to every 

node on the hidden units, then to every node in the 

output units in an ANN. Each level can have any 

quantity of nodes, and there are frequently several 

hidden levels to travel through before hitting the final 

output level. When constructing a NN, it's critical to 

pick the proper number of nodes as well as layers. 

The utilized NN for this work is feed-forward 

network and it’s presented in Figure 1. 

 

The ANN's input level could be considered as its 

"sensing organ." It's the location where user controls 

the environment's attributes (i.e., the data ANN to 

make a decision on). Because the parameters of the 

neurons throughout this level are established by an 

external source, and they don't have any incoming 

links. This information is sent to the neurons of the 

following level in the hierarchy via the outgoing 

links. In most cases, "hidden" layer exists among the 

incoming and outgoing levels. Arriving links from 

the previous layer and outward links to the following 

layer are shared by the neurons in these levels. The 

system's "cognitive brain" is represented by the 

hidden units. The output unit is the outermost layer, 

in which the ANN's results are displayed as the final 

outcome. In our proposed NN structure (shown in 

Figure 1), the input layer parameters are company 

no., day no., day of week, day of month, month, and 

year. The output is the predicted evening price for 

these input data. 
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Figure 1 Proposed ANN Structure for this paper’s Work 

 

Feed-forward neural network 

One of most common and widely utilized structure is 

the feed-forward neural network (FFNN), which is an 

ANN with a feedforward layout. The only 

requirement for this network is that data should move 

in just one way, through input to output, without any 

cycles or repetitions in between. A FFNN is made up 

of connected neurons, with every neuron in the input 

nodes linked to every neuron in the next level nodes, 

and every neuron within that layer linked to every 

neuron in the next level, and so on, till the output 

level is reached [41]. There have been no restrictions 

on the number of levels that can be used. However, 

expanding the number of levels increases the 

network's complexity. 

 

The reason that, FFNNs have been effectively used 

for function optimization is, they have contributed to 

their appeal. That is, with the correct number of 

neurons in the hidden level, they may estimate any 

functional form extremely well. As a result, FFNNs 

can be used in scenarios with uncertain nonlinear 

interactions, making them suited for use in the stock 

market. 

 

An ANN must be trained and taught how to manage 

input data before it can be used. This education 

process relates to adjusting the weights as well as 

biases. Because then the difference among the 

outputs and predicted values will be as little as 

possible. Various training approaches for the ANN 

could be utilized based on the structure and activation 

function. Since its simply generated and continuous 

derivation; the backpropagation method is usually 

utilized in FFNNs in conjunction with a sigmoid 

function. Furthermore, because an FFNN always 

feeds data forward, errors being transmitted 

backwards whereas the weights and biases are 

adjusted based on the error. Lastly, as the time 

required to train the network rises exponentially, 

FFNNs using the backpropagation technique do not 

contain numerous levels for practical purposes. 

 

There are numerous strategies for training and 

evaluating a ANN. However, not all of these have 

shown positive results. For our experiment; LM, BR 

Algorithm, SCG Algorithm, and Quasi Newton 

Algorithm are considered as they provide 

comparatively good result. 

 

Levenberg Marquardt(LM) 

This approach usually necessitates extra memory, but 

it takes less time. Once generalization stops 

increasing, as seen by a rise in the MSE of the test 

dataset, training comes to an end automatically. The 

LM algorithm was created particularly for loss 
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functions that are expressed as a sum-of-squared-

errors (SOSE). It functions, even if the actual Hessian 

matrix isn't computed [42]. Rather, it uses the 

Jacobian matrix as well as the gradient vector. The 

LM approach is designed for SOSE functions. While 

training NNs based on such errors, this results in an 

extremely quick training time. 

 

Bayesian regularization (BR) 

BR is a training method that generates LM 

optimization to modify the weights as well as bias 

values. It identifies the suitable combination to 

construct a network which generalizes well by 

minimizing a mixture of squared errors and weights 

[43]. In the training optimization method, network 

weights are introduced which is represented as F(𝜔) 

in Equation 2. 

F(ω)=αE_ω+βE_D   (2) 

 

Where, E_ω is the sum of the squared network 

weights and E_D is the sum of network errors. Both 

𝛼 and 𝛽 are the objective function parameters. The 

network weights are treated as variables in the BR 

paradigm, and the dispersion of the network weights 

and test sets is treated as a Gaussian distribution. 

 

The variables that had to be improved were 𝛼 and 𝛽. 

Whenever the optimal parameters for 𝛼 and 𝛽 for a 

specific weight field are established, the BR 

algorithm enters the LM phase, which involves 

Hessian matrix computation and updating the weight 

field to optimize the objective function. However, if 

the solution is not achieved, the BR algorithm 

estimates fresh numbers for 𝛼 and 𝛽 and repeats the 

process unless convergence is achieved. 

 

Scaled conjugate gradient (SCG) 

The weights are adjusted in the gradient descent 

route, that is the most negative of the gradient, by the 

fundamental backpropagation method. This is the 

quickest-decreasing route for the evaluation function. 

It shows that, while the function reduces the most in 

negative gradient, it doesn't always result in the 

quickest convergence. The conjugate gradient (CG) 

strategies operate in a route that offers usually faster 

convergence compare the gradient descent route 

while maintaining the error mitigation done in the 

previous phases [44]. The conjugate route is the name 

given to this direction. The step-size is modified 

throughout most CG techniques at each cycle. To 

identify the step size which will reduce the evaluation 

function within that path, a search is conducted along 

the CG directions. 

The search is carried out utilizing conjugate 

directions within CG training technique, which 

accelerate convergence rate over gradient descent 

methods. In terms of the Hessian matrix, such 

training orientations are connected. In the training of 

NNs, this strategy has considered to be more efficient 

than gradient descent. The CG is also preferred if we 

have large NNs because it does not need the Hessian 

matrix. 

 

Quasi Newton 

Because evaluating the Hessian matrix and 

computing its inverse involves numerous processes, 

Newton's technique is computationally costly. To 

address this flaw, alternative methodologies called as 

quasi-Newton methods have been developed. Rather 

than explicitly computing the Hessian and afterwards 

assessing its inverse, such methods construct an 

estimation to the inverse Hessian at every step of the 

process [45]. Only the initial derivatives of the 

gradient descent are used to generate this estimation. 

 

3.3Implementation (Construction, Training, and 

Testing) 

The main difficulty in forecasting the stock market is 

that, it is a chaotic system. There are numerous 

factors that could have an explicit or implicit impact 

on the stock market. The variables have no 

significant relationships with the price. We are 

unable to establish a mathematical relationship 

between the variables. There seem to be no formulas 

that can be used to forecast the value of a stock using 

such data. The NN technique is appropriate for this 

type of chaotic system since we do not need to know 

the solution. This is really a significant benefit of NN 

techniques. We only need to present the desired 

outputs for the provided inputs with the NN. With 

enough training, the system will be able to duplicate 

the function. Another benefit of NN is that it will 

learns to reject any inputs which do not contributing 

to the output during the learning process. The 

parameter's designated weights are provided in the 

training stage of our developed system, and also the 

Backpropagation approach is utilized for this training 

stage. The very same formulas that were utilized in 

the training stage are applied in the prediction step to 

utilize these weights. 

 

The proposed ANN model of our work is designed 

and implemented by MATLAB. The implementation 

included construction, training, testing and validation 

of the ANN. The steps which are followed: 
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i.At first data is inserted in the network considered 

input and target layer, and then these data are 

loaded. After inserting the data of input layer and 

target layer, we can define the variable for these 

input and output data. Six data has been 

considered as input and these are: company no, 

day no, day of week, day of month, month, and 

year. Different number of output layer has been 

considered but using one output layer got best 

accuracy.  Therefore, six input and one output 

layer is selected for this network. 

ii.After defining input and output variable, we have 

to select the training algorithm. For training this 

network, four training algorithms have been used 

and these are: LM, BR, SCG, and QN algorithm. 

iii.The third step defines the hidden layer of the 

network. In our research, different number of 

hidden layers have been used. One hidden layer 

with 10 neuron, two hidden layer with 10 and 8 

neuron, two hidden layer with 5 and 5 neuron, and 

two hidden layers with 10 and 5 neurons have 

been used. From two hidden layer with 10 and 8 

neurons, we get better output. Anyone can use 

different number of hidden layers in this network 

design and then configure the network. 

iv.In fourth step, the input and target data are 

randomly divided into three sets for training, 

testing and validation. In this designed network, 

various percentage of training, testing and 

validation dataset have been used, such as 70% or 

80% or 90% for training; 15% or 10% or 5% will 

be used to validate that the network is generalizing 

and to stop training before overfitting. Then last 

15% or 10% or 5% will be used as a completely 

independent test of network generalization.  

v.At the last step, we train the network and view the 

network and save the output value for check the 

accuracy. 

 

Table 2 shows the different combination of changing 

hidden layer with hidden neuron and training, testing 

and validation data to train the network. 

 

Table 2 Changing hidden layer with hidden neuron and training data 

S.N. Hidden layer Neuron Training data Testing data Validation data 

01 1 10 70% 15% 15% 

02 1 10 80% 10% 10% 

03 1 10 90% 5% 5% 

04 2 5 and 5 70% 15% 15% 

05 2 10 and 5 70% 15% 15% 

06 2 10 and 5 80% 10% 10% 

07 2 10 and 8 70% 15% 15% 

08 2 10 and 8 80% 10% 10% 

 

3.4 Performance analysis 

Different sets of measures can be utilized and 

compared to examine the effectiveness of our 

suggested ANN model. These are: regression 

analysis, error histogram, MSE and accuracy testing. 

 

Regression Analysis: A group of statistical 

procedures for estimating relationship among 

variables (both dependent and independent) is known 

as regression analysis. An independent variable is 

indeed a modification in an input, hypothesis, or 

trigger that is used to evaluate its influence on a 

dependent variable. 

 

Error Histogram: The histogram of errors among 

intended values and estimated values upon training a 

FFNN is known as the error histogram. These error 

numbers can be negative because they represent how 

anticipated values depart from target values. 

 

Mean Square Error: The MSE of an estimator (a 

process for predicting an unknown quantity) is a 

metric that quantifies the mean of the squared errors, 

or the mean squared difference among the expected 

and actual numbers. 

  

Accuracy Testing: The primary purpose of this 

work is to forecast stock prices in order to assess 

their accuracy. This calculation could be used to 

determine the accuracy from the estimated value 

Equation 3: 

          
                            

            
      

  

      (3) 

The target value and estimated value are contrasted in 

accuracy testing. We have used some sample data for 

accuracy testing that had not been previously trained. 

Table 3 displays the sample of these data. 
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Table 3 Sample data for accuracy testing 

Company name Day No Day of week Day of month Month Year Evening price 

ICBS 54 5 4 8 16 6.3 

DBHF 12 1 16 1 20 109.8 

GP 19 1 19 1 20 263.3 

LANKBNG 142 4 5 8 15 14.78 

SQUARE 99 5 28 5 15 163.49 

NAVANA 14 4 20 1 16 49.6 

IDLC 29 4 11 2 15 47.66 

PRAN 29 2 29 1 19 250.4 

LANKBNG 119 2 3 7 19 19.62 

CITY BANK 55 1 24 2 19 15.81 

SQUARE 45 3 14 2 17 218.24 

RUPALI LIFE 229 2 12 12 16 34.13 

DBHF 177 3 26 19 16 105 

ICBS 27 1 29 11 15 5.7 

CITY BANK 200 5 19 7 18 27.62 

CITY BANK 277 5 4 10 18 31.05 

DBHF 85 3 9 5 19 123 

IFIC 147 2 2 8 17 17.77 

IPDC 62 4 30 3 16 19 

SQUARE 84 2 25 3 19 251.78 

SQUARE 100 1 31 5 15 161.06 

IFIC 45 5 5 3 15 20 

RUPALI LIFE 162 2 27 8 17 37.4 

DBHF 165 3 16 9 19 120.5 

NAVANA 135 4 29 7 19 45.2 

 

4.Results  
This study focuses on predicting stock market prices 

in the evening. We utilized four algorithms to train 

the network and calculated the evening pricing. In 

this section, the results from these four algorithms are 

presented, and then they are briefly discussed. At 

first, individual result discussion of each algorithm is 

performed. Their regression value, error histogram is 

presented, and finally error testing, and accuracy 

testing is presented for each of them. We have carried 

out experiment on enormous configurations for each 

of the algorithm. Since, LM is our first experimented 

algorithm and in addition it provides the best 

accuracy result; therefore, we have presented a total 

of 5 experimented configurations (which shown 

better result) for this algorithm. For the rest of the 

three algorithms (i.e., BR, SCG, and QN); we have 

presented a total of 3 experimented configurations 

(which shown better result). At the end of this 

section, the performance comparison of accuracy 

among these four algorithms are presented and 

discussed.  

 

4.1Levenberg Marquardt(LM) 

After train the proposed ANN using LM algorithm, 

we get regression, error histogram and MSE value 

that measure the performance of proposed model.  

 

With two hidden layer (6-5-5-1) and 70% training 

data 

The regression plot depicts the relationship among 

the proposed system's outcomes and the targets. The 

plots depict data from training, validation, and 

testing. Each plot's dashed line represents the ideal 

result. The best-fit linear regression line among 

outputs and targets is represented by the solid line. 

R=1 denotes that outputs and targets have an exact 

linear relationship. There has no linear relationship 

among output and targets when R is nearly zero. 
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Figure 2 shows that, the training data indicates a 

good fit. Training regression value is 0.97671, 

validation regression value is 0.97612, and testing 

regression value is 0.97818 and. Combined 

regression value for these three is 0.97685. 

 

 

 

 
Figure 2 Regression value of two hidden layer (6-5-5-1) and 70% training data 

 

Now, we discuss about the error histogram which is 

presented in Figure 3. The blue bar reflects training 

data, the green bar reflects validation data, and the 

red bar reflects testing data in the Error histogram. 

The histogram can reveal outliers, which are data 

points with a fit that is much worse than the rest of 

the data. The quantity of vertical lines visible on the 

graph is referred to as bins. Here, the overall error 

spectrum is broken down into 20 separate bins. The 

number of samples from the dataset that fall into each 

bin is represented on the Y-axis. In Figure 3, there is 

a bin related to an inaccuracy of 0.4895 in the middle 

of the graph, and the elevation of that bin for training 

sample is approximately 4000, while the elevation of 

that bin for validation as well as test datasets is 

among 5000 and 6000. It signifies that numerous 

samples from various collected sample sets have an 

inaccuracy in the range shown below. The zero-error 

plot corresponds to the error axis's zero error result. 

In this situation, the zero-error spot is contained 

within the bin with centered at 0.4895. In Figure 3, 

most errors fall between the range -31.16 to 32.13. 
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Figure 3 Error histogram of two hidden layer (6-5-5-1) and 70% training data 

 

With one hidden layer (6-10-1) and 90% training 

data 

Figure 4 shows that the training data indicates a good 

fit. Training regression value is 0.95317, validation 

regression value is 0.9539, and testing regression 

value is 0.94997. 

 

 

 
Figure 4 Regression value of two hidden layer (6-10-1) and 90% training data 
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Just like the above two configurations; we have 

performed the similar operations with three more 

configurations. These three configurations are: (i) 

With one hidden layer (6-10-1) and 70% training 

Data, (ii) With two hidden layer (6-10-5-1) and 70% 

training Data, and (iii) With two hidden layer (6-10-

8-1) and 70% training data. For these three 

configurations, only the summarized value is taken as 

the generated figures would be identical to the 

detailed described configurations. The summary of 

the performance of LM algorithm for all the 

experimented configurations are presented in Table 4.  

 

Table 4 shows that in LM algorithm, two hidden 

layer (6-10-8-1) and 70% training, 15% testing and 

15% validation data given the higher regression value 

and lower error range.   

 

Table 4 Summary of LM 

Algorithm Hidden layer Hidden neuron Training data Regression value Error range 

 2 5-5 70% 0.9768 -31.16 to 32.13 

Levenberg Marquardt 

(LM) 

1 10 90% 0.9510 -32.94 to 51.99 

 1 10 70% 0.9771 -28.94 to 27.75 

 2 10-8 70% 0.9976 -5.79 to 5.26 

 2 10-5 70% 0.9929 -4.98 to 6.50 

 

Figure 5 shows a bin related to an inaccuracy of 

1.031 in the middle of the graph, with an elevation of 

4000 for training samples and 4500 to 5000 for 

validation as well as test datasets. Zero error line 

corresponding to the zero-error value on the error 

axis (i.e., X-axis). In this case zero error point falls 

under the bin with center 1.031. In this figure, most 

errors fall between -32.94 and 51.99. 

 

 
Figure 5 Error histogram of one hidden layer (6-10-1) and 90% training data 

 

Table 5 shows the error and average error of LM 

training algorithm. Here targets price is actual value 

and predicted price is our proposed system’s 

predicted value. Error is calculated from targets and 

predicted value, and then average them. Table 5 

shows the average error of LM with two hidden layer 

(6-10-8-1) and 70% training is 4.36, two hidden layer 

(6-10-5-1) and 70% training is 5.27 and one hidden 

layer (6-10-1) and 70% training data is 8.81. This 

work performs experiments with more configurations 

by changing hidden layer and training data but 

presents only best three configurations value at Table 

5. From Table 5, we get the average error which is 

presented at the bottom of the table. 
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Table 6 shows the average error, and accuracy of LM 

algorithm for the best performing configurations. The 

accuracy of one hidden layer (6-10-1) with 70% 

training data is 91.19, two hidden layers (6-10-5-1) 

with 70% training data is 94.73, and two hidden 

layers (6-10-8-1) with 70% training data is 95.64.  

The last configuration has the best accuracy and 

lowest average error among them. 

 

Table 5 Error testing of LM 

Sample No. Targets Predicted Error (%) Predicted Error (%) Predicted Error (%) 

 - For 6-10-1 and 

70% training 

data 

- 6-10-5-1 and 

70% training 

data 

- For 6-10-8-1 

and 70% 

training data 

- 

1 6.3 5.37 14.76 5.7 9.52 5.75 8.69 

2 109.8 119.7 9.01 116.36 5.97 115.36 5.06 

3 263.3 275.92 4.79 272.92 3.65 270.92 2.89 

4 14.78 11.21 24.15 14.21 3.80 14.21 3.80 

5 163.49 170.67 4.39 167.8 2.63 167.89 2.63 

6 49.6 43.9 11.49 51.3 3.42 47.80 3.62 

7 47.66 42.8 10.19 46.20 3.05 46.20 3.05 

8 250.4 257.78 2.94 252.78 0.95 251.78 0.55 

9 19.62 17.61 10.23 17.4 11.31 17.61 10.23 

10 15.81 13.7 13.34 14.5 8.28 15.81 6.13 

11 218.24 234.49 7.44 222.49 3.78 229.49 0.79 

12 34.13 32.82 3.83 33.1 3.01 33.82 0.89 

13 105 101.84 3.01 103.95 1 101.84 1.09 

14 5.7 4.9 14.03 4.9 14.03 4.9 14.03 

15 27.62 30.01 8.65 29.87 8.14 29.87 4.52 

16 31.05 27.1 12.72 29 6.60 27.1 6.26 

17 123 128.4 4.39 125.8 2.27 128.4 1.13 

18 17.77 14.9 16.15 16.7 6.02 15.54 6.87 

19 19 18.1 4.73 20.3 6.84 17.09 4.75 

20 251.78 245.6 2.45 246.76 1.99 245.76 1.99 

21 161.06 168.32 4.50 165.5 2.75 153.22 3.82 

22 20 17.8 11 18.23 8.85 17.8 5.96 

23 37.4 36.1 3.47 35.2 5.88 35.43 2.57 

24 120.5 126.3 4.81 125.84 4.43 125.3 4.43 

25 45.2 38.9 13.93 47.7 5.53 40.3 4.63 

  Avg error 8.81 Avg error 5.27 Avg error 4.36 

 

Table 6 Accuracy testing of LM 

Hidden layer with neuron and training data Average error (%) Accuracy (%) 

For 6-10-1 and 70% training data 8.81 91.19 

For 6-10-5-1 and 70% training data 5.27 94.73 

For 6-10-8-1 and 70% training data 4.36 95.64 

 

4.2 Bayesian Regularization (BR) 

With one hidden layer (6-10-1) and 70% training 

data 

Figure 6 shows regression value. The training data 

indicates a good fit. Training regression value is 

0.94206 and testing regression value is 0.94091. 

Combined regression value for these two is 0.942. 

Figure 7 has a bin related to an inaccuracy of 2.184 

in the middle of the graph, and the elevation of that 

bin for training sample is close to 6000, as well as the 

elevation of that bin for such testing samples is 

indeed above 6000. It signifies that numerous 

samples of various datasets have had an inaccuracy in 

the range shown below. Zero error line corresponding 

to the zero-error value on the error axis (i.e., X-axis). 
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In this case, zero error point falls under the bin with 

center 2.18. In Figure 7, maximum errors fall 

between -47.66 and 52.03. 

 

 

 

 
Figure 6 Regression value of one hidden layer (6-10-1) and 70% training data 

 

 
Figure 7 Error histogram of one hidden layer (6-10-1) and 70% training data 
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With two hidden layer (6-10-5-1) and 70% 

training data 

Figure 8 shows regression value. The training data 

indicates a good fit. Training regression value is 

0.96291 and testing regression value is 0.95781. 

Combined regression value for these two is 0.96214. 

 

Figure 9 has a bin relating to the inaccuracy of -10.52 

in the middle of the graph, with the elevation of that 

bin for training samples above but around 5000 as 

well as the elevation of that bin for such testing 

samples among 5000 and 6000. Zero error spot falls 

under center of bin between 10.52 and11.89. In 

Figure 9, maximum errors fall between -32.93 and 

34.31. 

 

Just like the above two configurations; we have 

performed the similar operations with one more 

configuration. This configuration is: With two hidden 

layer (6-10-8-1) and 70% training data. The summary 

of the performance of BR algorithm for all the 

experimented configurations are presented in Table 7.  

 

 

 
Figure 8 Regression value of two hidden layer (6-10-5-1) and 70% training data 

 

Table 7 shows that, in BR algorithm; two layer (6-10-

8-1) and 70% training, 15% testing and 15% 

validation data given the higher regression value and 

lower error range. 

 

Table 8 shows the error and average error of BR 

training algorithm. This table shows that, the average 

error of BR with two hidden layer (6-10-8-1) and 

70% training data is 8.73, with two hidden layer (6-

10-5-1) and 70% training data is 11.44 and with one 

hidden layer (6-10-1) and 70% training data is 12.35. 

This work performs experiments with more 

configurations by changing hidden layer and training 

data but presents only best three configurations value 

at Table 8. 

 

Table 9 shows the average error, and accuracy of BR 

algorithm for the best performing configurations. The 

accuracy of one hidden layer (6-10-1) with 70% 

training data is 87.65, two hidden layers (6-10-5-1) 

with 70% training data is 88.56 and two hidden 

layers (6-10-8-1) with 70% training data is 91.26. 

The configuration (6-10-8-1) with 70% training data 

has the best accuracy and lowest average error among 

them. 
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Figure 9 Error Histogram of two hidden layer (6-10-5-1) and 70% training data 

 

Table 7 Summary of BR 

Algorithm Hidden layer Hidden neuron Training data Regression value Error range 

 1 10 70% 0.942 -47.66 to 52.03 

Bayesian Regularization 

(BR) 

2 10-5 70% 0.96214 -32.93 and 34.31 

 2 10-8 70% 0.979 -26.56 to 29.05 

 

Table 8 Error testing of BR 

Sample No Targets Predicted Error 

(%) 

Predicted Error 

(%) 

Predicted Error (%) 

 - For 6-10-8-1 

and 70% 

training data 

- For 6-10-5-1 

and 70% 

training data 

- For 6-10-1 and 

70% training 

data 

- 

1 6.3 5.3 15.87 5.1 19.04 5 20.63 

2 109.8 119.7 9.01 117.7 7.19 101.7 7.37 

3 263.3 277.92 5.55 149.91 5.08 247.5 6 

4 14.78 11.21 24.15 11.21 24.15 11.21 24.15 

5 163.49 170.67 4.39 173.67 6.22 178.67 9.28 

6 49.6 45.12 9.03 44.12 11.04 44.23 10.82 

7 47.66 43.11 9.54 43.11 9.54 43 9.77 

8 250.4 251.78 0.55 252.9 0.99 240.3 3.79 

9 19.62 17.61 10.23 16.5 15.90 16.9 13.86 

10 15.81 13.83 12.48 12.7 19.67 12.6 20.30 

11 218.24 234.49 7.44 205.49 5.84 233.48 6.98 

12 34.13 32.82 3.83 29.9 12.39 29.89 12.39 

13 105 101.84 3.0 98.84 5.86 112.84 7.4 

14 5.7 4.9 14.03 6.5 14.03 4.9 14.03 

15 27.62 29.87 8.14 30.85 11.69 30.69 11.11 

16 31.05 27.1 12.72 27.5 11.43 27.2 12.39 

17 123 128.4 4.39 135.4 10.08 135.4 10.08 



International Journal of Advanced Technology and Engineering Exploration, Vol 9(95)                                                                                                             

1415          

 

Sample No Targets Predicted Error 

(%) 

Predicted Error 

(%) 

Predicted Error (%) 

 - For 6-10-8-1 

and 70% 

training data 

- For 6-10-5-1 

and 70% 

training data 

- For 6-10-1 and 

70% training 

data 

- 

18 17.77 15.01 15.53 13.9 21.77 12.9 27.40 

19 19 17.09 10.05 17.3 8.94 21.4 12.63 

10 251.78 245.76 2.39 278.96 10.08 220.96 12.24 

21 161.06 153.22 4.86 149.7 7.05 147.7 8.29 

22 20 17.8 11 16 20 16.3 18.5 

23 37.4 35.43 5.26 35.1 6.14 34.1 8.82 

24 120.5 125.3 3.98 129.7 7.63 111.6 7.30 

25 45.2 40.3 10.84 51.3 13.49 51.2 13.27 

  Avg error 8.73 Avg error 11.44 Avg error 12.35 

 

Table 9 Accuracy testing of BR 

Hidden layer with neuron and training data Average error (%) Accuracy (%) 

For 6-10-1 and 80% training data 12.35 87.65 

For 6-10-5-1 and 70% training data 11.44 88.56 

For 6-10-8-1 and 70% training data 8.73 91.26 

 

4.3 Scaled conjugate gradient (SCG) 

With two hidden layer (6-5-5-1) and 70% training 

data 

Figure 10 shows regression value. The training data 

indicates a good fit. Training regression value is 

0.91009, validation regression value is 0.90558, and 

testing regression value is 0.91468. 

 

Figure 11 has a bin relating to the inaccuracy of -

23.29 in the middle of the graph, with the elevation 

of that bin for training samples above but around 

3000 as well as the elevation of that bin for such 

testing samples among 4000 and 4500. Zero-error 

spot falls under the bin 5.72. Figure 11 shows that, 

the maximum error fall between -40.86.78 to 46.99. 

With one hidden layer (6-10-1) and 80% training data 

 

Figure 12 shows the regression value. The training 

data indicates a good fit. Training regression value is 

0.91335, validation regression value is 0.91211, and 

testing regression value is 0.91315. Combined 

regression value for these three is 0.91318. Figure 13 

has a bin relating to the inaccuracy of -10.36 in the 

middle of the graph, with the elevation of that bin for 

training samples above but around 3000 as well as 

the elevation of that bin for such testing samples 

among 3500 and 4000. Zero-error spot falls under the 

center bin between -10.3 and 8.7. Figure 13 shows 

that the most of the errors fall between -48.53 and 

65.97. 

Just like the above two configurations; we have 

performed the similar operations with one more 

configuration. This configuration is: With two hidden 

layer (6-10-8-1) and 70% training data. The summary 

of the performance of SCG algorithm for all the 

experimented configurations are presented in Table 

10. Table 10 shows that, in SCG algorithm, two 

hidden layer (6-10-8-1) and 70% training, 15% 

testing and 15% validation data set given the higher 

regression value and comparative lower error range. 

 

Table 11 shows the error and average error of SCG 

algorithm. This table shows that, the average error of 

SCG with two hidden layer (6-10-5-1) and 70% 

training is 13.67, with two hidden layer (6-10-8-1) 

and 70% training is 11.09, and with one hidden layer 

(6-10-1) and 70% training data is 13.81. This work 

performs experiments with more configurations by 

changing hidden layer and training data but presents 

only best three configurations value at Table 11. 

 

Table 12 shows the average error, and accuracy of 

SCG algorithm. The accuracy of two hidden layer (6-

5-5-1) with 70% training data is 86.19, with one 

hidden layer (6-10-1) with 70% training data is 

86.33, and with two hidden layers (6-10-8-1) with 

70% training data is 88.91. The last configuration 

delivers the best accuracy with lowest average error 

of SCG algorithm. 
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Figure 10 Regression value of two hidden layer (6-5-5-1) and 70% training data 

 

 
Figure 11 Error histogram of two hidden layer (6-5-5-1) and 70% training data 
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Table 10 Summary of SCG algorithm 

Algorithm Hidden 

layer 

Hidden 

neuron 

Training data Regression value Error range 

 2 10-5 70% 0.9101 -40.86 to 46.99 

Scale Conjugate 

Gradient 

1 10 80% 0.91318 -48.53 and 65.97 

 2 10-8 70% 0.9468 -31.78 to 31.45. 

 

 

 
Figure 12 Regression value of two hidden layer (6-10-1) and 80% training data 

 

 
Figure 13 Error histogram of two hidden layer (6-10-1) and 80% training data 
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Table 11 Error testing of SCG 

Sample No. Targets Predicted Error (%) Predicted Error (%) Predicted Error (%) 

- - For 6-10-5-1 

and 70% 

training data 

- 6-10-8-1 and 

70% training 

data 

- For 6-10-5-1 

and 80% 

training data 

- 

1 6.3 4.9 22.22 5.1 19.04 7.89 25.23 

2 109.8 120.7 9.92 117.7 7.19 100.7 8.28 

3 263.3 291.92 10.86 277.92 5.55 230.92 12.29 

4 14.78 10.9 26.25 11.21 24.15 10.9 26.25 

5 163.49 193.67 18.45 173.67 6.22 195.67 19.68 

6 49.6 44.21 10.86 44.12 11.04 44.5 10.28 

7 47.66 52.11 9.33 43.11 9.54 44.11 7.44 

8 250.4 231.9 7.38 252.9 0.99 230.1 8.10 

9 19.62 16.2 17.43 16.5 15.90 16.2 17.43 

10 15.81 18.7 18.27 12.7 19.67 12.9 18.40 

11 218.24 240.49 10.19 238.49 9.27 244.49 12.02 

12 34.13 30.7 10.04 31.1 8.87 30.9 9.46 

13 105 110.7 5.42 100.84 3.96 110 4.76 

14 5.7 4.8 15.78 4.9 14.03 4.8 15.78 

15 27.62 34.85 26.17 31.85 15.31 34.85 26.17 

16 31.05 27.1 12.72 27.1 12.72 27.1 12.72 

17 123 111.4 9.43 131.4 6.82 111.4 9.43 

18 17.77 23.55 32.52 13.55 23.74 22.55 26.89 

19 19 16.7 12.10 17.10 10 16.69 12.10 

20 251.78 241.96 3.90 241.96 3.90 231.96 7.87 

21 161.06 152.5 5.31 153.7 4.56 173.5 7.72 

22 20 15.8 21 15.8 21 24.2 21 

23 37.4 34.2 8.55 35.2 5.88 34.15 8.68 

24 120.5 112.7 6.47 128.7 6.80 129 7.05 

25 45.2 50.3 11.28 40.3 10.84 40.6 10.17 

  Avg error 13.67 Avg error 11.09 Avg error 13.81 

 

Table 12 Accuracy testing of SCG 

Hidden layer with neuron and training data Average error (%) Accuracy (%) 

For 6-5-5-1 and 70% training data 13.81 86.19 

For 6-10-1 and 80% training data 13.67 86.33 

For 6-10-8-1 and 70% training data 11.09 88.91 

 

4.4 Quasi Newton 

With one hidden layer (6-10-1) and 70% training 

data 

Figure 14 shows regression value of QN algorithm. 

The training data indicates not a good fit. Training 

regression value is 0.69919, validation regression 

value is 0.68781, and testing regression value is 

0.68511. The combined regression value of these 

three is 0.69555. 

 

Figure 15 has a bin relating to the inaccuracy of 

9.287 in the middle of the graph, with the elevation 

of that bin for training samples above but around 

3000 as well as the elevation of that bin for such 

testing samples among 5000 and 6000. Zero-error 

spot falls under the bin 9.27. Figure 15 shows that, 

the most errors fall between -106.4 and 67.13. 
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Figure 14 Regression value of one hidden layer (6-10-1) and 70% training data 

 

 
Figure 15 Error histogram of one hidden layer (6-10-1) and 70% training data 
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With two hidden layer (6-10-5-1) and 70% training 

data 

Figure 16 shows the regression value. The training 

data indicates not a good fit. Training regression 

value is 0.82372, validation regression value is 0. 

81819, and testing regression value is 0.80701. The 

combined regression value of these three is 0.82047. 

 

 
Figure 16 Regression value of two hidden layer (6-10-5-1) and 70% training data 

 

Figure 17 has a bin relating to the inaccuracy of -

34.57 in the middle of the graph, with the elevation 

of that bin for training samples above but around 

3000 as well as the elevation of that bin for such 

testing samples among 4500 and 5000. Zero error 

spot falls under the bin with center 1.892. Figure 17 

shows that, the maximum errors fall between -74.55 

and 85.36. Just like the above two configurations; we 

have performed the similar operations with one more 

configuration. This configuration is: With two hidden 

layer (6-10-8-1) and 70% training data. The summary 

of the performance of QN algorithm for all the 

experimented configurations are presented in Table 

13. Table 13 shows that, in QN algorithm, two 

hidden layer (6-10-8-1) and 70% training, 15% 

testing and 15% validation data set given the higher 

regression value and lower error range. 
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Figure 17 Error histogram of two hidden layer (6-10-5-1) and 70% training data 

 

Table 13 Summary of QN 

Algorithm Hidden layer Hidden neuron Training data Regression value Error range 

 1 10 70% 0.69555 -106.4 and 67.13 

Quasi Newton 2 10-5 70% 0.82047 -74.55 and 85.36 

 2 10-8 70% 0.867 -74.78 to 85.35. 

Table 14 shows the error and average error of QN 

training. This table shows that, the average error of 

QN with one hidden layer (6-10-1) and 70% training 

data is 25.97, with two hidden layer (6-10-8-1) and 

70% training is 15.8, and with two hidden layer (6-

10-5-1) and 70% training is 18.22. This work 

performs experiments with more configurations by 

changing hidden layer and training data but presents 

only best three configurations value at Table 14.  

Table 15 shows the average error, and accuracy of 

QN training algorithm. The accuracy of one hidden 

layer (6-10-1) with 70% training data is 74.03, two 

hidden layers (6-10-5-1) with 70% training data is 

81.78, and two hidden layers (6-10-8-1) with 70% 

training data is 84.20 and this is the best accuracy of 

QN. 

 

Table 14 Error testing of QN 

Sample No. Targets Predicted Error (%) Predicted Error (%) Predicted Error (%) 

- - For 6-10-1 and 

70% training 

data 

- For 6-10-8-1 

and 70% 

training data 

- For 6-10-5-1 

and 70% 

training data 

- 

1 6.3 8.9 41.26 5 20.63 4.8 23.80 

2 109.8 90.12 17.92 125.12 13.95 130.12 18.50 

3 263.3 357.92 35.93 297.92 13.15 309.92 17.70 

4 14.78 9.45 36.06 10.45 29.29 10.45 29.29 

5 163.49 193.3 18.23 140.3.67 14.18 185.3 13.34 

6 49.6 38.8 21.77 55.13 11.15 41.8 15.72 

7 47.66 38.1 20.05 41.09 13.74 39.1 17.96 

8 250.4 277.78 10.93 255.78 2.16 260.8 4.16 
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Sample No. Targets Predicted Error (%) Predicted Error (%) Predicted Error (%) 

- - For 6-10-1 and 

70% training 

data 

- For 6-10-8-1 

and 70% 

training data 

- For 6-10-5-1 

and 70% 

training data 

- 

9 19.62 13 33.74 15.1 22.93 15 23.54 

10 15.81 23.2 46.74 11.3 28.52 11.2 29.15 

11 218.24 274.49 25.77 260.5 19.35 267.49 22.56 

12 34.13 25.2 26.16 27.19 20.33 27.2 20.30 

13 105 130.84 24.60 99.79 4.91 110.84 5.56 

14 5.7 3.99 30 4.21 26.31 4.02 29.47 

15 27.62 37.25 34.86 30.9 11.87 31.25 13.14 

16 31.05 22.05 28.98 26.1 15.72 26.05 16.10 

17 123 148.4 20.65 135.4 10.08 135.4 10.08 

18 17.77 12.5 29.65 13.01 15.53 13.2 25.71 

19 19 23.09 21.52 17.09 10.05 21.09 11 

20 251.78 210.76 16.29 215.76 14.30 216.76 13.90 

21 161.06 129.22 19.76 135.22 16.04 132.22 17.9 

22 20 14.3 28.5 15.7 21.3 25.8 29 

23 37.4 44.43 18.79 35.2 10.61 43.3 16.12 

24 120.5 101.3 15.93 135.7 16.59 105.3 12.61 

25 45.2 33.8 25.22 38.3 16.59 53.8 19.02 

  Average error 25.97 Average error 15.8 Average error 18.22 

 

Table 15 Accuracy testing of QN 

Hidden layer with neuron and training data Average error (%) Accuracy (%) 

For 6-10-1 and 70% training data 25.97 74.03 

For 6-10-5-1 and 70% training data 18.22 81.78 

For 6-10-8-1 and 70% training data 15.8 84.20 

 

5. Discussion 
5.1 Analysis of result 

For measuring the performance of our four 

algorithms, we have utilized regression value, error 

histogram, and accuracy as metrices.  

 

Figure 18 shows the regression dataset of LM, BR, 

SCG, and QN. The regression value of LM is 

0.99769, BR is 0.97962, SCG is 0.94681 and QN is 

0.86725. This shows that the LM has the highest 

regression value. 

 

Figure 19 shows the comparison of error histogram 

of the experimented algorithm. In LM, the maximum 

error lies in -5.79 to 5.26. In BR, the maximum error 

lies in -26.56 to 15.15. In SCG, the maximum error 

lies in -31.78 to 31.45 and in QN, the maximum error 

lies in -49.48 to 53.27. From above values, we can 

see that the less error has been found from LM. 

Table 16 shows the best achieved accuracy for each 

of the algorithms. Here, for each algorithm; only the 

best accuracy value among several experimented 

(which is presented in above description) value is 

taken. 

 

From the above result and discussions; it’s found out 

that, the LM has highest regression value, and 

minimum error range. In addition, LM provides 

better accuracy with lowest error than the other 

algorithms on the stock market share price prediction. 

In this work, the split ratio of training, testing and 

validation data sets is 70:15:15, and the resultant 

output is found that, LM training algorithm delivers 

the best performance. Therefore, using this works 

proposed process, investors can easily understand 

about the behavior of financial stock market and can 

easily make their prediction. 
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Figure 18 Comparison of regression values 

 

 
Figure 19 Comparison of error histogram 
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Table 16 Accuracy and lowest average error comparison 

Algorithm Configuration Training data Avg. error Best accuracy 

LM 6-10-8-1 70% 4.36 95.64 

BR 6-10-8-1 70% 8.73 91.26 

SCG 6-10-8-1 70% 11.09 88.91 

QN 6-10-8-1 70% 15.80 84.20 

 

5.1 Limitations  

An ANN approach is used by our proposed model to 

make predictions. Even if the proposed model does 

have a better prediction performance than many other 

earlier and contemporary approaches, the prediction 

accuracy still seems to be not that significantly 

higher. Additionally, a lower accuracy rate is 

discovered for some particular data sets. This means 

that it might not draw all types of stock market 

investors unless the prediction accuracy for all data 

sets reaches 98-99% or above. 

 

A complete list of abbreviations is shown in 

Appendix I. 

 

6. Conclusion  
Though it is impossible to estimate the actual price of 

a share in the future; a projected price that is near to 

the actual value can be highly valuable for a trader 

looking to earn a profit on the share market. 

Therefore, the major goal of this research is to 

accurately anticipate future stock prices. For this, we 

proposed a model dependent on ANN. In our 

proposed model, any regular data from the share 

market can easily be trained, checked, and then this 

taught network can be utilized to forecast stock 

prices. To train the obtained data, we used four 

training algorithms (LM, BR, SCG, and QN) in our 

research. All of the experiments in this research are 

based on real data, and the experiments are conducted 

using MATLAB software. We have collected and 

evaluated six years of DSE data for the top fifteen 

firms and found that the LM algorithm provides the 

best accuracy and least error. It is evident from the 

results of our research that, stock market prices can 

be forecast, and the accuracy rate indicates that it 

may be a very valuable tool for those who involved 

in the stock market. 

 

Any solution must constantly be improved if it is to 

stay relevant in the tough competition. As a result, 

future adjustments to our work are possible. In the 

future, additional ANN algorithms may be taken into 

consideration for prediction to determine if they 

provide more accuracy. Additionally, new data from 

organizations could be incorporated to improve the 

prediction.  
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Appendix I 
S. No. Abbreviation Description 

1 ANNs Artificial Neural Networks 

2 AI Artificial Intelligence 

3 BiLSTM Bidirectional LSTM 

4 BR Bayesian Regularization 

5 CG Conjugate Gradient 

6 CNN Convolutional Neural Network 

7 DJIA Dow Jones Industrial Average 

8 DL Deep Learning 

9 DNN Deep Neural Network 

10 DSE Dhaka Stock Exchange 

11 DT Decision Tree 

12 EMA Exponential Moving Average 

13 FFNN Feed-Forward Neural Network 

14 FX Foreign Exchange 

15 IT Information Technology 

16 LM Levenberg Marquardt 

17 LSTM Long Short-Term Memory 

18 MAPE Mean Absolute Percentage Error 

19 ML Machine Learning 

20 MSE Mean Squared Error 

21 NNs Neural Networks 

22 QN Quasi Newton 

23 R2 R-Square 

24 RMSE Root-MSE 

25 RNN Recurrent Neural Network 

26 SCG Scaled Conjugate Gradient 

27 SLR Systematic Literature Review 

28 SOSE Sum-of-Squared-Errors 

29 SVM Support Vector Machine 

 

 

 

 


