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1.Introduction 
Gallbladder stone ailment is the utmost prevalent 

gastrointestinal illness that necessitates 

hospitalization, with a projected 800,000 

cholecystectomies in the United States each year [1]. 

 

The Gallbladder is a digestive organ that stores and 

concentrates bile, a digestive material that is 

produced into the small intestine to facilitate 

digestion. In the gallbladder, gallstones are deposits 

of hardened digestive fluid. Cholecystitis is when the 

gallbladder becomes inflamed. Gallbladder 

difficulties are caused by a blockage in the bile ducts, 

which are tubes that carry bile between the 

gallbladder, liver, and small intestine.  

 

 

 
*Author for correspondence 

Cholecystitis is often due to a blockage caused by 

gallstones. Other factors that can cause Cholecystitis 

includes tumors, infections, or issues with blood 

circulation.  

 

Gallstones affect over 25 million residents in the 

United States, with women accounting for 65% to 

75% of those get affected. Gallstones are “silent” in 

most cases, meaning they don’t cause any noticeable 

signs. Gallstones or other gallbladder problems may 

cause sharp agony in the upper right or middle of the 

abdomen, the agony that extends or radiates to the 

right shoulder or back, a tender abdomen that is 

sensitive when touched, fever, shivering, nausea and 

vomiting, and jaundice. Gallstone disease occurrence 

is strongly linked to age and gender, with metabolic 

risk features for gallstone disease differing between 

women and men. Gender is thought to be a 

contextual factor in gallstone disease [2]. Women are 

at a greater risk as compared to men [3−5]. As 
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Gallstone is a chronic condition that affects people around the globe. Gallstone disease (GSD) is a major challenge on 
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progesterone slows the emptying of the gallbladder, 

estrogen causes cholesterol to build up in the bile and 

gallstones to develop. Gallstones affect the female 

hormones. Obesity is also a contributing factor, since 

fatter bodies contain more estrogen hormones. Rapid 

weight loss, on the other hand, raises the danger of 

low-calorie diets interfering with bile production and, 

as a result, causing more cholesterol crystallization 

and gallstone development. Gallstones are more 

prone to form in patients who have diabetes or any 

other illness that causes gallbladder contractions or 

intestinal motility to be reduced, such as an 

anatomical structural injury. Finally, some research 

suggests that some people are susceptible to gallstone 

development due to heredity factors [3−5]. 

Population-based trial research in men show 

gallbladder stone illness is expounded to an increased 

danger of organic impotence. [6]. The most 

significant risk factor for gallbladder cancer is 

gallstones. Gallstones differ widely in size. Some 

individuals have a single huge gallstone, while others 

form hundreds of tiny gallstones. Gallstones range in 

size from 5 to 10 mm in diameter as shown in Figure 

1. 

 

 
Figure 1 Image showing multiple gallstones 

 

If the gallstone is not treated early, it can lead to 

serious complications. It may lead to a gallbladder 

tear or a bile infection. Hence, this project’s 

motivation is to collaborate with physicians, and we 

do not intend to replace them, but to assist them with 

the diagnosis. 

 

For a very long time, the healthcare industry has been 

a pioneer in technical developments and has reaped 

important benefits. By focusing on the needs of the 

patients, the digitization of the healthcare sector has 

assisted the healthcare service providers in 

developing a stable and critical system. Digitization 

has aided technology such as artificial intelligence 

(AI), which can assist medical practitioners in 

analyzing massive amounts of data in order to gain 

information and to make well informed decisions. 

Healthcare is transitioning to a cloud-based model. 

Thanks to AI and data science, access to a person’s 

medical history would be simple and is not restricted 

to a specific place or timeframe. 

 

AI has helped telehealth allowing the users to chat 

live with doctors through online portals. Natural 

language processing, speech recognition, machine 

learning, AI-optimized hardware, virtual agents, and 

deep learning (DL), to name a few areas, have all 

seen significant advancements. DL is used in an 

extensive variety of areas [7] including healthcare. 

DL can take the healthcare sector to the next level by 

streamlining the procedures and increasing the 

customer loyalty. Automatic image processing using 

machine learning and DL approaches has indeed 

demonstrated potential for segmentation, tissue 

reconstruction, regression, classification, 

segmentation, and regression using ultrasonography 

[8, 9]. Cost reductions would be realized because of 

the increased efficiency. DL has alternative methods 

for automatically extracting image characteristics 

without making any conclusions about the underlying 

mechanism. 

 

The existing technology used in recognition of these 

gallstones is very costly and we plan to democratize 

the technology behind these gallstones by making it 

as an open-source software. To the best of my 

knowledge, this article looks at gallstones from a 

variety of DL algorithmic perspectives, and no other 

algorithm has been used to compare this gallbladder 

dataset. 

 

The remainder of the article is structured as discussed 

below. Section two converses existing surveys and 

their criticism. Datasets and transfer learning 

methods used in the diagnosis of gallstones is 

addressed along with the results in section three and 

four. Section five discusses a systematic analysis of 

various methods. Observations and an outlook on the 

gallstones are discussed in this section. Finally, it is 

concluded in section six. 

 

2.Literature review 
In recent years, several DL algorithms have made 

major advances in computer vision and healthcare 

domain. The extension of mask regional 

convolutional neural network (Mask R-CNN) has 

been implemented/proposed by Anantharaman et al. 

[10]. It is an innovative convolutional neural network 

(CNN) technique for target recognition and 
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localization, to the domain of dental anatomy. It has 

been observed that the increasing accuracy on a tiny 

dataset is a difficult undertaking because the dataset 

is sparse. 

 

An effective liver tumor segmentation approach 

based on Mask R-CNN with Resnet 101 is proposed 

by Haq et al. [11]. The procedure is focused on the 

Mask R-CNN technique to successfully recognize the 

tumors in the liver by producing proposals about the 

tumor area. The differences in the liver and complex 

tumor regions' shapes, sizes, and locations, make it 

difficult for Mask region-based convolutional neural 

network (R-CNN) for segmenting the tumor region. 

 

The Hsieh et al. [12] propose the use of Mask R-

CNN to eliminate the noise from the context and find 

malignant micro calcification (MC’s) from clusters. 

An inception V3 algorithm is employed to 

differentiate between normal and cancerous MC 

clusters. It has been observed that cluster grouping 

precision, MC’s naming, and benign and malignant 

analysis is 93%, 91% and 95% respectively. The 

accuracy, specificity and sensitivity of the models are 

also very good. The limitation of this article is that 

breast cancer stages could have been determined. 

 

Single shot detector (SSD) is implemented by Sha et 

al. [13] for locating and detecting fractures in the 

spine (lumbar fracture, cervical fracture, thoracic 

fracture). The test results show that the scheme’s 

mean average precision (mAP) is 78% and the total 

time of each identification is 0.048 sec. It is observed 

that DL requires a lot of time to train CT pictures and 

labelling the CT images is a laborious task. 

 

Region-based convolutional neural network is 

implemented by Sokolova et al. [14] used to segment 

pixel and to locate iris. The output of convolutional 

neural network is compared with various backbone 

networks on a manually labelled image dataset 

composed from various eye operations. It is detected 

that common objects in context (COCO) weights 

were used to initialize the backbone networks. It is 

also observed that there is a slight overfitting in the 

model. A new object detection model that takes 

occlusions into account in road scenes is suggested 

by Kim et al. [15]. A multiple object bounding box 

(OBB) critical framework was suggested to handle 

occlusions. The bounding box is projected for feature 

encoding networks to encrypt latent obstruction and 

artefact characteristics. It is discovered that the 

proposed method outperformed both the baseline 

object detection system and the sophisticated 

methods. 

 

The Chen et al. [16] demonstrated a technique for 

implying SSD-mobilenets using reduced edge 

computing internet of things (IoT) unit. The authors 

have successfully implemented SSD-mobilenets on 

the Raspberry Pi 3 using the neural compute stick 

(NCS).  The three datasets validate the proposed 

system (Pascal VOC, KITTI and LPS2017). The 

experiments revealed that using four NCS’s on SSD 

mobilenets computed images in 1.7 sec and 

accelerate video sequences to 9.2 frames per second. 

It is found that the hardware is a hurdle to pretrain a 

neural network model to operate on inexpensive IoT 

device. An end-to-end architecture which uses the 

cutting-edge Mask R-CNN model for identification 

and localization is suggested by the Chen et al. [17] 

to segment and localize the geographical borders. It is 

observed that the proposed system achieves accurate 

identification and segmentation performance in 

Xiamen Island. In future the authors have planned to 

investigate how village borders evolve over time. 

 

Lin et al. [18] have employed a Fast R-CNN as the 

object delineation recognition method and AdaBoost 

as an indicator to improve the precision of the results. 

It is revealed that the images were annotated with an 

annotator tool and the SURF method is used to 

extract the image characteristics. Findings show that 

the target identification correctness of Fast R-CNN is 

91.6 percent in the picture collection with a 

resolution of 866×652 (pixels), and AdaBoost as the 

remaining detector improves the precision to 96.76 

percent but the time cost is too high. Mohedano et al. 

[19] suggested the Electroencephalogram (EEG) tool 

for relevance feedback and contrasted it to the 

conventional “click – based” mechanism for an item 

extraction assignment. It is discovered that the EEG-

based approach achieved comparable accuracy. It is 

laborious and mentally taxing to manually annotate 

images with a mouse, especially in a visual retrieval 

setting. 

 

The surgical tool is segmented and localized using a 

spatiotemporal deep network by the Kanakatte et al. 

[20]. The cholec80 dataset has been used to compare 

the presentation of the projected technique with the 

most recent image-based instance segmentation 

technique. With positive outcomes, it is also 

contrasted with techniques reported in the works that 

use frame-level occurrence detection and spatial 

detection. 
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Jain et al. [21] presented an abdominal multi-organ 

segmentation using a fully computerized, 

registration-free u-net architecture. The usefulness of 

the suggested method is evaluated using 50 

abdominal computed tomography data sets, and it 

outperforms more established two-dimensional (2D) 

segmentation techniques in terms of outcomes. This 

method completely relies on only u-net which is the 

shortcoming and is trained and tested on 50 images.  

 

Obaid et al. [22] developed a DL framework to aid in 

the diagnosis of biliary atresia using sonographic 

images of the gallbladder. Visual geometry group 

(VGG)16, inceptionV3, ResNet152, and mobilenet 

are four different types of DL models that are used, 

and it is observed that mobilenet performs best with 

accuracy, specificity, and sensitivity values of 

97.87%, 97.51%, and 98.18%.  

 

This article by the Qifang et al. [23] employed the 

SSD and the Faster R-CNN models to identify the 

aircraft in the high-quality remote sensing image. The 

test findings revealed that the representations can 

successfully be used to create a high-resolution 

distant recognizing image. It is found that both the 

models can reliably detect the aircraft in a solo act, 

but cannot reliably detect in a dual act. The test 

findings of the Faster R-CNN outline in the complex 

scene are considerably sophisticated than the SSD 

model, and the test results reveal that the Faster R-

CNN typical has a key benefit in the identification of 

the minor airplane. 

 

Gbcnet is proposed by Basu et al. [24] to categorize 

gallbladder cancer. To handle spurious textures in 

gbcnet while minimizing texture biases, the authors 

propose a curriculum modelled after human visual 

acuity. Experimental findings show that the gbcnet 

performs much better than the up-to-the-minute 

convolutional neural network (CNN) models and 

uses grayscale images. 

 

A simple feature-enhanced convolutional neural 

network is recommended by the Tao et al.  [25] to 

recognize low-attitude soaring substances with high 

precision in real time. An improved characteristic 

processing component is used to increase the model's 

capability to extract features. The potential for low-

altitude object identification is demonstrated by the 

suggested method's recognition rapidity of 147 

frames per second and mAP of 90.97%. It is observed 

that the model does not consider a complex 

environment. 

 

Song et al. [26] implemented multi-scale 

characteristic learning technique to merge the 

existing characteristics and intangible features. It is 

found that the model fuses the features in the network 

to create the feature pyramid. It is also observed that 

as and when the parameters increase, the network 

becomes too deep and the computation time also 

increases. It is found that the model effectively 

represents the information about small object features 

when compared to the widely used backbone 

network. 

 

Liu et al. [27] propose a novel network architecture 

to detect small objects and creates multilayer feature 

maps. It is found that there is an increase in the 

magnitude of the characteristics by lowering the 

number of layers. In this manner, meaningful 

characteristics of varying sizes are obtained without 

the use of additional elements. It is observed that the 

architecture does not consider speed as the 

performance metric. 

 

Rizos and Kalogeraki [28] proposed a DL approach 

to identify items (such as fish) in underwater photos 

using two CNNs. The approach used the first CNN 

for picture classification and the second CNN uses 

transfer learning. In a cohesive underwater wireless 

sensor network system, the suggested technique has 

been put into practice and tested. It is observed that 

the model is trained and tested on a small dataset. 

 

The swine transformer is implemented by Jung et al. 

[29], to identify the food. It is described that the 

purpose of the model is to estimate the performance 

of the UECFOOD dataset in comparison to existing 

food object detection models. The results 

demonstrate that the suggested model outperforms 

earlier research. It is noticed that the model requires 

pixel level predictions for transformers which is the 

main disadvantage. 

 

An object identification novel strategy is 

implemented by the Xu [30]. It is seen that the 

synthetic aperture radar is the main strategy. The 

results found that the receiving antenna's position is 

constantly shifting as the vehicle moves for more 

accurate object recognition. The results show that 

constantly shifting the antenna position is an added 

overhead.  

 

Park et al. [31] describe a practical approach to 

identify ghost regions, stolen things, and abandoned 

objects in closed-circuit television footage. It is 

surveyed that the two primary tactics used in this 
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methodology are object segmentation and removal of 

immobile objects. The main concept is to consider 

both the present and the past by determining if a 

potential stationary object from the backdrop model. 

The findings demonstrate that the segmented item 

comparable to the model calculation can be found in 

either the current video frame or the background 

frame before it. 

 

Multitask learning model is implemented by the 

Reddy and Kandasamy [32] and is trained with 

skeleton localization and skeleton scale prediction. It 

is observed that the pixel's status as a skeleton pixel 

is determined by skeleton localization, and each 

skeleton pixel's scale is determined by skeleton scale 

prediction. The results demonstrate that, despite 

having a large feature vector, the proposed model 

outperforms the traditional model.   

 

Based on the above literature, none of the approaches 

have been used to detect the gallstones. We use 

advanced models to detect gallstones. The healthcare 

informatics system is created by using the models 

such as SSD, Faster R-CNN and Mask R-CNN.  

 

3.Methodology 
A.Datasets 

The ultrasound images of gallstones were used for 

experimentation. The data is collected from BGS 

Global Hospitals, Bengaluru, Nikhara Diagnostic 

Center Bangalore, and Deenanath Mangeshkar 

Hospital and Research Center, Pune. The images 

collected were gallstones that are larger than 2cm. 

Some images contained single gallstone, some with 

multiple gallstones and they were all larger than 2cm. 

The location, extent and degree and nature of 

calcification are the key features considered when the 

computerized tomography (CT) images were 

collected. The data was obtained from reputable 

medical professionals, and the privacy of the patients 

who were made aware of the images being collected 

was protected by anonymizing the images. The 

images collected are based on different context like 

gender, age and people from urban and rural areas. 

We collected around 30 images, each from urban and 

rural areas. The images gathered included both single 

and multiple gallstones of various sizes. Among the 

suspects, 40 (66.6%) had numerous stones, while 

only 20 (33.4%) had just one. This data collection 

includes normal CT images, muddy CT images, and 

images of granular stones; no stones with CT images 

are included. The raw images, thus obtained go 

through a sequence of pre-processing stages. To 

enhance the precision of the images, pre-processing 

such as resizing, grayscale, auto alignment, and 

contrast adjustments are performed on the raw 

images. Flip, rotate, brighten / darken, harvest, shear, 

blur, and apply random noise to images to maximize 

the training data. The images are then annotated 

using tools that are specific to the size and shape of 

the gallstones. 

 

In recent decades, CNN’s have revolutionized pattern 

recognition. As a result, we can also use CNNs in a 

diversity of tasks, as well as object detection and 

image recognition.  

 

TensorFlow object detection application 

programming interface (API) is a software 

application for performing object detection functions. 

For predictions, the TensorFlow object detection API 

and other related API’s (Keras RCNN, YOLO) use 

pre-trained CNNs within the frameworks. These 

models are trained to detect a certain set of object 

categories. Using various datasets, we can retrain 

these models to recognize custom artefacts. 

 

We have deployed models for detecting the 

gallstones for our dataset. The models used in this 

experiment are SSDs, Faster R-CNN and Mask R-

CNN [33−35]. 

 

B. Models 

1. Single shot detectors (SSD) 

SSDs are one stage object locator and built on a feed- 

forward CNN as shown in Figure 2. Instead of 

proposals, a predefined set of default object 

placements, scales, and aspect ratios is established. 

During the estimation time, each object category 

receives scores from the network for the presence of 

objects in each default box and then modifies the box 

to recover their object form. You only live once 

(YOLO) [33]: You look only once is an amalgamated 

real – time object detection system [36]. YOLO: You 

look only once is an illustration of SSD. 

 

SSD can use any baseline architecture as the feature 

extractor, for example mobilenet. The features are 

saved as feature maps. Since feature maps reflect the 

image’s prominent features at different scales, 

running multi-box on numerous feature maps 

increases the probability of any object being 

identified, localized, and correctly categorized. It is a 

fully convolutional model, and it also adds multiple 

scale predictions. Instead of creating a single grid, the 

SSD creates several grids for different scales. It 

makes use of feature maps with various levels of 

resolution to predict objects. Training the model 
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entails selecting a range of default detector boxes and 

weights, as well as the difficult mining and data 

enhancement techniques [34, 35]. The multi-box 

[36−39] goal served as the foundation for the SSD 

training target, which has now been expanded to 

include a number of object groups. 

 

 
Figure 2 Single shot detector architecture for object detection 

 

Let    
 
 *    +  an be a predictor for matching the 

i
th

 default box to the j
th

 boundary box of group p. The 

total target loss function is the weighted average of 

the localization and the confidence losses as shown in 

Equation 1. 

  (       )  
 

 
(     (   )          (     ))  

     (1) 

 

Where N is the number of matched default boxes, 

and the localization loss is the smooth L1 loss 

between the predicted box (l) and the boundary box 

(g) features. The offsets are regressed for the 

bounding box’s height, width, and center. The weight 

term α is adjusted to 1 by cross validation (tf), and 

the confidence loss is the softmax loss across several 

groups confidences (c). 

 

Smaller artefacts do worse on SSD since they may 

not be represented in all feature maps. Increasing the 

input image resolution helps, but it does not solve the 

problem entirely. 

 

2.Faster region based convolutional neural 

network (R – CNN) 

As shown in Figure 3, Faster R-CNN is an object 

identification technique that progresses on Fast R-

CNN [40] by fusing the CNN model with a region 

proposal network (RPN). Full-image convolutional 

capabilities are shared by the RPN and the detection 

network, enabling practically free area 

recommendations. 

 

RPN is a small network with a convolutional feature 

map that slides over. This RPN accepts an input and 

then classifies the appropriate region as object or 

non-object in a degenerate bounding box location 

using the special window (n=3RPN). Localization 

information is provided by the position of the sliding 

window in reference to the images. Box regression, 

with relation to this sliding window, gives finer 

localization information. A collection of k – object 

proposals is specified for each sliding window 

location. In terms of size and aspect ratio, each 

proposal is unique. Anchors are a type of proposition 

like this. Anchors make it easier to handle objects of 

various size and aspect ratios. Anchors are essentially 

various sizes and aspect ratios of sliding windows. 

When training of RPN, the anchor is noted as 

positive sample if Intersection of Union (IoU) > 0.7 

or IoU is maximum for all anchor box to the ground 

truth box, and if IoU is less than 0.3 and the anchor is 

designated as a negative sample, the box regression is 

trained to degenerate the positive sample box to the 

ground truth box. There will be 60× 40 sliding 

window positions and nine anchors for each window 

position for an image of 1000×600 pixels using VGG 

by network as feature extractor, resulting in a total of 

21500 suggestions. Faster R-CNNs can be developed 

with a single network and four losses throughout - 

RPN Regression, RPN Classification, Fast R-CNN 

classification loss across classes and Fast R-CNN 

regression loss to predict the boundary between the 

proposed box and the actual box. 

 

RPN has a tough time dealing with items of varying 

sizes. Because RPN has fixed receptive fields, tiny 

things can reside in a very small section of the 

amenable arena, while huge objects can fill only a 

portion of the receptive field. The RPN can be trained 
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for various scales to overcome this problem. Each 

RPN will use a divergent convolutional layer or 

group of tiers as input, resulting in a variable-sized 

receptive field. Small and big objects will be detected 

with great accuracy. As a result, a single faster region 

CNN model can concurrently recognize objects 

ranging in size from tiny to huge. 

 

 
Figure 3 Object Detection using a Faster R-CNN Architecture 
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 ∑     (     
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      (     
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     (2) 

In Equation 2, pi denotes the probability that anchor i 

is an object, the ground truth table for determining if 

anchor i is an entity is   
 .  

 

The ground truth coordinates are designated by ti*, 

the estimated four parameterized coordinates are 

marked by ti, the normalization terms Ncls and Nbox 

are set to the number of anchor points and the λ 

balancing parameter guarantees that both terms Lcls 

and Lbox are nearly equally valued. 

 

3 Mask region based convolutional neural 

networks 

For example, segmentation and object detection, 

Mask R-CNN [41] is a widely used DL technique and 

the schematic illustration of Mask R-CNN 

architecture is shown in Figure 4. It is an instance 

localization and segmentation method, capable of 

performing pixel-level segmentation as well as target 

recognition [38]. Mask R-CNN on region of interest 

pooling (RoIs) is a hybrid of Faster R-CNN and fully 

convolutional network (FCN). It uses Faster R-CNN, 

which in turn uses a convolutional network, ResNet 

101 architecture to retrieve the feature maps from the 

pictures. The candidate bounding boxes are then 

returned after passing these feature maps via RPN. 

RPN essentially predicts whether or not an object is 

present in a given area. And, on these candidate 

bounding boxes [39], a RoI pooling layer is added to 

get all of the candidates to the same size. Finally, the 

candidate bounding boxes are fed into a completely 

connected layer, which categorizes and guesses the 

bounding boxes for objects. 

 

Mask RCNN generates the segmentation mask. The 

computation time is decreased by calculating the area 

of attention first. With the ground truth boxes, the 

intersection over union (IoU) is considered for all 

forecasted regions. IoU is calculated using the 

formula given below in Equation 3. 

    
                        

                 
  (3) 

 

If the IoU is larger than or equal to 0.5, the area is 

measured to be of interest; otherwise, the region is 

ignored.  

 

Once the RoI is calculated based on IoU, the mask 

branch is added to the prevailing architecture. The 

segmentation mask for each area that includes an 

object is returned by the mask branch. For each 

region, it returns a mask of size 28×28 that is then 

increased in size for inference. 

 

The multi-task loss function of Mask R-CNN 

integrates the segmentation, classification and 

localization mask losses as shown in Equation 4. 

                         (4) 

 

Similar to Faster R-CNN, Lcls and Lbox are used. 

Lmask, which stands for binary cross-entropy loss, 
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only employs the k-th mask when the area aligns with 

the ground truth class k. 

        
 

   
  ∑ [         

  

       

 (      )    (      
 )] 

     (5) 

In Equation 5, yij stands for a cell's (i, j) label in the 

factual disguise for an area of size m by m, and    
  

stands for the cell's predicted value in the learnt mask 

for the ground truth class k. There are some of the 

missing objects, false mask and failure in recognition 

of objects due to failure in detection filter 

segmentation and not annotating the images properly. 

 

 
Figure 4 Mask R-CNN architecture for object detection 

 

C. System description 

DL’s potential is to develop high-level interpretations 

directly from data without the intervention of domain 

specialists is one of the key reasons for its popularity. 

The deep neural network has many non-linear 

concealed layers. Each layer receives the preceding 

layer’s output and absorbs the data in order from 

bottom to top [42]. Healthcare informatics system is a 

system that involves development, analytics, and 

aggregation of data to meet the needs of the medical 

industry, as well as the prediction of illness before it 

happens using the medical data of the patient and his 

or her families [43]. In this paper, we have developed 

a health informatics system to investigate the 

presence of gallstones and the construction of the 

system is as revealed in the Figure 5 and Figure 6 

illustrates the sequence diagram of health informatics 

system. 

 

Healthcare informatics system consists of two 

modules. In the first module, we have developed the 

informatics system using streamlit web library and 

the second part is the parameters are passed to the DL 

modules to be executed. Streamlit is an open-source 

framework that converts python scripts into web 

applications and allows them to deploy instantly. An 

object detection model is built to detect the 

gallbladder stones. Then the object detection model is 

integrated with the streamlit application to make 

predictions and to visualize those predictions at a 

given confidence level. 

 

To begin, a python file is used to construct the 

streamlit web application. This file, contains the code 

for reading the image and the name of the DL model 

as input. SSD, Faster R-CNN and, Mask RCNNs are 

the three DL models used in the streamlit web 

application.  The input images must be annotated or 

labelled before the model is built. There are many 

types of annotations available and we have chosen 

the one that best suits the DL model. Annotations 

include bounding boxes, polygonal segmentation, 

semantic segmentation, 3D cuboids, key points and 

landmarks, and lines and splines, among others. 

Bounding boxes annotation is employed for SSD and 

Faster R-CNN models and polygonal segmentation is 

used for Mask R-CNN model. Objects in the images 

are often irregular and coarsely shaped, for example 

medical images. Polygonal segmentations are a form 

of data annotation in which complex polygons are 

utilized to precisely specify the shape and placement 

of the item. LabelImg and VGG annotator tools are 

used to annotate the input images along with the help 

of doctors for domain knowledge. 

 

The input data is then separated into two categories: 

training and testing data in proportions of 80% and 

20%, respectively. Jupyter notebook was used to 
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build and train the Faster R-CNN, Mask R-CNN, and 

SSD models. The pickle file is then generated from 

the trained DL models by dumping the model into the 

pickle file. Pickle is a module that offers binary 

serialization and de-serialization methods for Python 

object structures. Unpickling transforms a byte 

stream (from a binary file or bytes-like item) back 

into a Python object hierarchy. Pickling transforms a 

Python object hierarchy to a byte stream [44]. Pickle 

file is used by the health informatics system to 

execute the models. 

 

After the health informatics system received the 

inputs, it then opens the corresponding pickle model 

file and read the contents of the pickle file in the 

model variable. Using the model variable, a function 

is called by passing the arguments such as the image 

and the model name to the function. The function 

executes according to the architecture briefed in 

section 3.2 and sends the results back to the calling 

function. Healthcare informatics system uses 

streamlit. Image () function to display the image in 

the front end along with the bounding boxes / masked 

region along with their confidence scores. 

 

 
Figure 5 Shows architecture of health informatics system 

 

 
Figure 6 Workflow of the healthcare informatics system 
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4.Results 
The health informatics system is used to investigate 

gallstones as objects and tabulate the performance 

using different models. This section displays the 

model’s output. The experimentation is performed on 

the gallbladder datasets. First, the SSD model was 

executed to perform gallstone detection. Figure 7 

displays the outcomes of the SSD-efficientDet model 

in streamlit application with the confidence score of 

0.50. 

 

The Google TensorFlow object detection API is non-

proprietary programming framework for developing, 

training, and deploying object detection models that 

is based on Tensorflow [45]. Using the Tensorflow’s 

object detection API framework, about 100 images 

were trained on the SSD efficientDet, Faster R-CNNs 

and, Mask R-CNNs models. Python 3.8.5 and 

TensorFlow 2.4.1 were used to train the models on 

the Nvidia GEFORCE GTX 1080 graphics card. 

With the support of TensorBoard [46], the bounding 

box and classification loss, we show the values for 

SSD efficientdet in Figure 8, 9 and 10. 

 

Localization detects the discrepancy between the 

anticipated boundary box and the actual truth box. 

The localization loss in Figure 8 shows that, as the 

model is trained the loss decreases, increasing the 

expected predicted boundary box accuracy. On 

training results, regularization is a tool for reducing 

model complexity and overfitting. Weights may 

become too high during model preparation, 

influencing performance estimation by overpowering 

the rest of the weights. The model loses its generality 

and becomes overfit on the training results. 

Regularization is added to the total loss function. 

 

Uncompleted laparoscopic and open gallbladder 

removal results in residual gallstones. Gallstone 

remnants are frequently seen in the common bile 

duct, cystic duct, and gallbladder. With improved 

technology or laparoscopic surgery, it is rare for the 

gallstones to remain. If gallstone residual is found, 

after complaining of the symptoms, CT scan is done. 

These CT images are then given to the health 

informatics system for the detection of the gallstones. 

Open or laparoscopic surgery is done based on the 

condition of the patient. 

 

Figure 11 displays the detection of the gallstones in 

streamlit application using the Faster R-CNN model 

with a confidence score of 0.90. Figure 12 shows the 

output in streamlit application using the Mask R -

CNN model with a confidence threshold of 0.75. 

Some of the configuration parameters used in Mask 

R-CNN are as follows. 

1. Backbone network of ResNet101 

2. Batch size of 1 

3. Steps per epoch 10 

4. Classification FC layers size is 1024 

5. Loss weights and Batch Size of 1 

 

A complete list of abbreviations is shown in 

Appendix I. 

 

 
Figure 7 Results of efficientDet from the healthcare informatics system 
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Figure 8 Classification and localization losses 

 

 
Figure 9 Normalized and regularization losses 

 

 
Figure 10 Total loss and learning rate 
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Table 1 illustrates the complete performance for the 

different models. Precision, recall, mAP, F1-score 

were calculated for different models. The mean 

Average Precision calculates a score by relating the 

observed box to the ground-truth bounding box. The 

greater the score, the more precise the model’s object 

detection detections are. The weighted average of 

precision and recall yields the F1-score. The F1-score 

is a number between 0 and 1, with 1 indicating the 

highest level of accuracy. 

 

The precision recall curve (P-R Curve) obtained with 

the Mask R-CNNs model is revealed in Figure 13. 

The average precision of the Mask R-CNN algorithm 

for gallstone detection is calculated by integrating the 

region under the P-R curve. 

 

Table 2 depicts the implementation of Mask R-CNN 

with diverse foundation networks for Gallstone 

Object detection. It is clear that Mask R-CNN with 

backbone network of Resnet-101-FPN combination 

gives a very good result for the object detection. The 

Mask-RCNN model is good compared to SSD and 

Faster R-CNN for object detection of gall stones. 

Figure 14 illustrates the object detection of gallstones 

by the three algorithms used. 

 

Figure 11 Results of faster R-CNN model from the healthcare informatics system 

 

 
Figure 12 Results of Mask R-CNN from the healthcare informatics system 
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Table 1 Performance overview of the models 

Parameters SSD-efficientDet Faster R-CNN Mask-RCNN 

Precision 0.6617 0.867 0.78 

Recall 0.9325 0.945 0.986 

mAP 0.567 0.67 0.77 

F1-Score 0.79325 0.85 0.938 

 
Figure 13 P-R curve 

 

Table 2 Implementation of Mask R-CNN with backbone Network 

Deep learning model Backbone network Mean average precision 

Mask R-CNN ResNet-101-C4 0.778 

Mask R-CNN ResNet-101-Feature Pyramid Network 0.789 

Mask R-CNN ResNeXt-101-Feature Pyramid Network 0.765 

 

 
Figure 14 Displays the detection of the gallstones using the state-of-the-art models 
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5.Discussion 
DL has revolutionized a number of domains in recent 

years, spurring breakthroughs in computer vision, 

natural language processing, and other areas. We 

envisioned to demonstrate the possibilities of this 

strong method when applied to CT images in this 

research. The models such as SSD, Faster R-CNN 

and Mask R-CNN has been used on the gallbladder 

CT images. The CT images are annotated using the 

VGG annotator and labelimg tools. Annotating 

requires the help of a medical practitoner with the 

domain knowledge. The models are compared and 

contratsed on some of the metrics. Precision, recall, 

mAP, and F1-score are measures used to show how 

effectively various models perform.  Precision is the 

ratio of correctly classifying the presence of 

gallstones to all positively anticipated examples. 

Faster R-CNN is an excellent model for accurately 

detecting the occurrence of gallstones, in contrast to 

SSD and Mask R-CNN. Recall measures how many 

positive cases the classifier has classified as positive. 

It should be higher value. Figure 15 illustrates the 

graphical depiction and comparison of machine 

learning techniques. 

       

Mask R-CNN is having recall value of 0.986 

compared to other two algorithms. F1−Score is the 

weighted average of the recall and precision. Mask 

R-CNN has a value of 0.938 which indicates that the 

classifier classifies it correctly. Manually annotating 

the images is the limitation. In further work we try to 

show the size of the gallstones, the calcification 

stages of the gallstone and whether the stone is in 

slurry state or in stone form. Getting more images 

and labelling is a challenging task. In the future, we 

would like to classify the stones into single stones, 

multiple stones, and stones in a slurry state. 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 15 Result comparison of various machine learning techniques 

 

6.Conclusion 
Gallstones is a highly prevalent and severe disease 

and one of the main factors that causes 

hospitalizations around the globe. This DL based 

healthcare informatics system can be used as a 

supplement to bridge the gap among reviewers and to 

diminish the incidence of false positives. The data is 

collected from both rural and urban areas. The data is 

annotated with the help of medical professionals. We 

have demonstrated the training and testing of SSD- 

efficientDet, Faster R-CNN and Mask R-CNNs 

models to detect the gallstones. For object detection, 

these models were given an image, a model name, 

and a confidence score. The various parameters of 

performance evolution have been determined and 

tabulated. The Mask R-CNN model was modelled 

and trained using different backbone network. The 

results demonstrate the effectiveness of the approach. 
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Appendix I 
S. No. Abbreviation Description 

1 2D Two Dimensional 

2 AI Artificial Intelligence 

3 API Application Programming 

Interface 

4 BMI Body Mass Index  

5 CNN Convolutional Neural Network 

6 COCO Common Objects in Context 

7 CT Computerized Tomography 

8 DL Deep Learning 

9 EEG Electroencephalogram 

10 EOSD Enhanced Small Object 

Detection Neural Network 

11 Faster R-CNN Faster Region- based 

Convolutional Neural Network 

12 FCN Fully Convolutional Network 

13 GSD Gallstone Disease 

14 IoT Internet of Things 

15 IoU Intersection over Union 

16 mAP Mean Average Precision 

17 MC Micro Calcification 

18 ML Machine Learning 

19 Mask R-CNN Mask Regional-Convolutional 
Neural Network 

20 NCS Neural Compute Stick 

21 OBB Object Bounding Box 

22 P -R curve Precision Recall Curve 

23 RoI Region of Interest pooling 

24 RPN Region Proposal Network 

25 SSD Single Shot Detector 

26 VGG Visual Geometry Group 

27 YOLO You Only Live Once 

 


