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1.Introduction 
Breast cancer is the most common disease all around 

the globe [1]. Humanity grappled with recognizing 

and handling breast cancer in the last 3500 years [2]. 

Alongside the past civilizations and between the 18th 

and 19th centuries [2], it was acknowledged that 

breast cancer is difficult to control in the worst stage. 

Breast cancer continued to be a significant female 

health matter more than 3500 years ago [2]. In 2020 

India’s new breast cancer cases were 2261419, death 

number was 684996 as per Globocan report [3]. 

Advanced identification of breast cancer will enlarge 

the possibility of retrieval and longevity of life. 

Breast Cancer is a complex disease that is activated 

due to unchecked break-up of cells inside the 

terminal vessel and lobular of the breast [4]. Breast 

cancer mainly occurs due to mutation in genes [5]. 

Due to day-to-day habits of urban population, more 

breast cancer cases are found in cities than villages 

[6]. Genes are small pieces of deoxyribonucleic acid 

(DNA) that develop in chromosomes. DNA carries 

the specification for structuring proteins. DNA orders 

contain four nucleotides: adenosine, cytidine, 

guanosine, and thymine (A, C, G, and T). The precise 

order of nucleotides, when combined they form a 

DNA sequence [7]. 
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DNA conversion negatively influences fitness which 

is called mutations. These mutations are the reason 

for breast cancer in females [8]. Breast cancer gene 1 

and breast cancer gene 2 (BRCA1 and BRCA2) are 

the genes that are highly responsible for breast 

cancer. Along with these genes, partner and localizer 

of BRCA2 (PALB2), phosphatase and tensin 

homolog (PTEN), tumour protein (TP53), ataxia 

telangiectasia mutated (ATM), Cadherin 1 (CDH1), 

Checkpoint kinase 2 (CHEK2) is responsible for 

breast cancer [9]. Machine learning is an approach of 

artificial intelligence, which gives the system 

capability to spontaneously absorb and refine from 

circumstance without being organized [10]. Machine 

learning follows two groups such as supervised and 

unsupervised. Supervised learning follows the 

procedure where whole data is labeled, and output are 

based on that labeled data. In unsupervised learning, 

the information is not classified or categorized. No 

plan of fixed result is examined in this type of 

learning [11]. In India, every 2 minutes one female is 

identified with breast cancer and every 9 minutes one 

death is reported [12]. Breast cancer in India is 

graded as the leading cancer among females, which is 

25.8% per 10000 females, and the death rate is 12.7% 

per 10000 females [13]. Prior monitoring is essential 

to decrease breast cancer deaths. Breast cancer is the 

uttermost familiar cancer among women [14]. The 

identification strategy for breast cancer includes 

clinical examination, mammography, ultrasound, and 

biopsy. As per the American Cancer Society, the 
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following features increase the possibility of growing 

breast cancer [15]. 

 

1.1Common possibility characteristic 

As the female ages, spreading breast cancer 

increases. Being female is the most outstanding 

significant possibility for growing breast cancer. 

 

1.2Generative possibility characteristic 

Having a family record of breast cancer increases the 

chances of breast cancer. Mutation record is another 

feature mutation in specific genes like BRCA1 and 

BRCA2. 

 

1.3Body characteristic 

Females who get pregnant later in their life and have 

no children come under the high-risk zone of breast 

cancer. Females with thick breast tissue have also an 

extreme possibility of breast cancer. 

  

However, with the advancement of technology, 

chances of early detection of breast cancer have 

increased. With the introduction of machine learning 

and its various algorithms, breast cancer can be 

detected accurately too [16]. Machine learning is 

very helpful where personal skill is missing for 

illustration like exploring the mars, handling missing 

data, recognizing trends and samples. When mutation 

[17] occurs in these eight genes shown in Table 1 

with their location and exon count, breast cancer 

occurs in a female body. The detection is possible 

through the machine learning techniques [18]. 

 

Key contributions of this paper include the following 

points: 

 The most significant clinical features are picked 

out with the help of analysis of variance 

(ANOVA) from the molecular taxonomy of breast 

cancer international consortium (METABRIC) 

dataset, which is highly responsible for the death 

of females because of breast cancer. 

 Machine learning algorithms are implemented 

with cross-validation to check the model’s 

accuracy. 

 To determine which machine learning algorithm 

will give the highest accuracy on the METABRIC 

dataset. 

 

A detailed related study was discussed and presented 

in section 2 in the form of a literature survey. After 

this, a detailed methodology is defined in section 3, 

which explains about dataset, training, and testing of 

models. The results obtained after implementation is 

described in section 4, and section 5 presents a 

discussion on the same. Finally, the paper concluded 

in section 6, which summarizes this paper's major 

points and future directions.   

 

 

Table 1 Location of eight genes that are highly responsible for breast cancer with exon count 

Genes  Location  Exon count  

BReast CAncer gene1 17q21.31 21 

BReast CAncer gene2 13q13.1 27 

Tumor protein p53 17q13.1 12 

Ataxia telangiectasia mutated 11q22.3 69 

Cadherin-1 16q22.1 16 

Checkpoint kinase 2 22q12.1 22 

Partner and Localizer of BRCA2 16q12.2 14 

Phosphatase and tensin homolog 10q23.31 10 

 

2.Literature survey  
The researchers implemented various machine 

learning algorithms for breast cancer to reveal 

important details. Different algorithms were 

implemented on the images and gene datasets to 

determine breast cancer. Kothari et al., in their 

research, implemented three machine learning 

algorithms, namely decision tree, random forest, and 

set covering machine, to recognize which gene is 

responsible for triple-negative breast cancer and non-

triple negative breast cancer. The decision tree 

classifier got 0.522 accuracies while training on the 

METABRIC dataset [19]. 

 

Mirsadeghi et al. [20] in their work, studied 450 

patients with metastatic breast cancer from the cBio 

cancer genomics portal. They applied four software 

tools for characteristic removal. Artificial neural 

network (ANN), random forest, On-linear support 

vector machine (SVM) were considered to estimate 

feasible genes for metastatic breast cancer.  
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Amrane et al. [21] in their research, used two 

separate classifiers. Naïve Bayes (NB) and K-nearest 

neighbour (KNN) on Wisconsin dataset for breast 

cancer, where KNN gives the highest accuracy for 

predicting breast cancer.  

 

Wu and Hicks [22] in their research, applied various 

machine learning algorithms and indicated breast 

cancer. KNN, NB, SVM, and decision tree classifier 

were executed for classification. 

 

Divyavani and Kalpana [23] estimated the 

effectiveness of ANN and SVM on the Wisconsin 

diagnostic dataset. An accuracy of 98% and 99% 

were obtained by ANN and SVM respectively. 

However, their research did not analyse other 

important machine learning algorithms.  

 

Ak [24] applied the Wisconsin dataset with 32 

clinical attributes. Logistic Regression, KNN, SVM, 

NB, decision tree, random forest was implemented to 

predict whether a tumor is benign or malignant. They 

found that 62.7% females suffered from benign 

tumour, and 37.3% sustained the malignant tumour. 

  

In their research, Thottathyl et al. [25] implemented a 

K-means clustering algorithm on the Wisconsin 

dataset for early detection of breast cancer.  

 

Ahmed et al. [26] in their study, implemented NB, 

SVM, Multilayer Perceptron, J48, and random forest 

on the Wisconsin dataset. They included parameters 

for classification were accuracy, recall, precision, and 

receiver operating characteristic (ROC) area. 

  

Teixeira et al. [27] in their research, worked on the 

Wisconsin dataset. They used deep neural network, 

and 10 attributes were considered, which displayed 

accuracy of 92%. 

 

Magboo and Magboo [28] compared four machine 

learning models, comprising Logistic Regression, 

NB-KNN, and SVM. In their research, they applied 

Wisconsin prognostic breast cancer dataset. Logistic 

Regression gave the best output, which includes 

(precision, recall, accuracy, F1 score, Area under the 

receiver operating characteristics (AUROC), and 

Cohen Kappa statistics.  

 

Naji et al. [29] implemented SVM, random forest, 

Logistic Regression, decision tree, and KNN on the 

Wisconsin dataset. SVM gives the highest accuracy 

of 97.2%.  

 

Lahoura et al. [30] in their research, implemented an 

extreme learning machine (ELM) on the Wisconsin 

dataset for breast cancer detection. ELM with 100 

hidden nodes was implemented to detect breast 

cancer. 

 

From the literature survey, shown in Table 2, it can 

be depicted that the highest accuracy of SVM is 98%, 

a decision tree is 95.61%, and random forest is 97.2% 

on the Wisconsin dataset. SVM, decision tree, and 

arbitrary forest accuracy are defined, but past 

researchers assumed no specific criteria of features 

selection. Accuracy is not represented in the 

METABRIC dataset. Cross-validation is also not 

implemented on these machine learning algorithms as 

cross-validation is essential to check the usefulness of 

the model on unseen data, which researchers in their 

previous work do not implement.  

 

Table 2 Dataset used by various researchers 

Ref. Dataset   Machine learning classifier/technique Accuracy 

[19] Gene Dataset Decision Tree 

Random Forest 

0.522 

0.754 

[20] Gene Dataset ANN 

Random Forest 

On-linear SVM 

____ 

____ 

____ 

 

[21] Wisconsin Dataset Naïve Bayes 

KNN 

96.19 

97.51 

[22] Wisconsin Dataset KNN 

Naïve Bayes 

SVM 

Decision Tree 

87% 

85% 

90% 

87% 

[23] Wisconsin Dataset  ANN 

SVM 

99% 

98% 

[24] Wisconsin Dataset Logistic regression  98.06% 
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Ref. Dataset   Machine learning classifier/technique Accuracy 

[25] Wisconsin Dataset KNN 

SVM 

Naïve Bayes 

Random Forest 

Decision Tree 

K means clustering 

96.49 

96.49 

94.73% 

95.61% 

95.61% 

_____ 

[26] Wisconsin Dataset Naïve Bayes 

Support Vector Machine 

Multilayer Perceptron 

J48 

Random Forest 

97.2% 

96.13% 

96.13% 

94.26% 

95.5% 

[27] Wisconsin Dataset Deep Neural Network 92% 

[28] Wisconsin Dataset Logistic Regression 0.80% 

[29]              Wisconsin Dataset Naïve Bayes 

KNN 

SVM 

Random Forest 

SVM 

Logistic Regression 

Decision Tree 

0.60% 

0.60% 

0.75% 

____ 

97.2% 

____ 

_____ 

[30]             Gene Dataset ELM Technique 0.98% 

 

Most of the work is performed on the Wisconsin 

dataset by various researchers mentioned in the 

literature survey (Table 2). Very little research is 

performed on the gene dataset. We learned that 

literature, observation performed no feature scaling 

on the gene dataset earlier. So, there is still a need for 

future work on gene datasets.  Feature scaling must 

be done to get the best results for the survival of 

females from breast cancer. As statistical methods are 

essential for finding out the best features to predict 

the overall death of patients in the METABRIC 

dataset. For the Wisconsin dataset, researchers have 

taken into consideration the literature survey [21−29] 

in Table 2. For gene dataset graph, researcher have 

considered the references [19, 20, 30]. 

 

3.Methods 

Our research used an openly accessible METABRIC- 

ribonucleic acid (RNA) mutation dataset from 

Kaggle [31]. The dataset contains 1904 patients with 

31 clinical attributes wherein 331 genes and protein 

have been considered in the dataset. These genes and 

proteins correlate with death from breast cancer. In 

the mentioned dataset, mutation in 175 genes has 

been analysed on the basis of 1904 breast cancer 

patients, out of which, females from the age group of 

29 to 87 are diagnosed with breast cancer. 

 

3.1Data pre-processing 

In data pre-processing, data are normalized [32]. Data 

pre-processing is performed to identify missing 

values and remove the missing values from the 

dataset. Missing categorical and numerical values are 

removed from the dataset. Scaling all the attributes is 

performed to get the best result and to identify the 

overall death of patients with breast cancer. Standard 

scalar is used for attribute scaling. In traditional 

scalar, values are fixed in the range of 0 and 1. 

 

3.2Feature selection and methodology 

Feature selection decreases input variables and 

increases the model’s performance. ANOVA is also 

known as the analysis of variance. It is a statistical 

method used for feature reduction based on a 

correlation between features and labels. With the help 

of ANOVA, six best clinical features are selected out 

of 31 clinical characteristics to predict the overall 

death from breast cancer [33]. The columns 

determined by ANOVA shown in Table 3 are age at 

diagnosis, inferred menopausal state, lymph nodes 

examined-positive, Nottingham prognostic index, 

overall survival months, and overall survival to 

predict death from breast cancer. Clinical data 

attributes are defined in Table 3. 

 

Table 3 Clinical data description 

S. No. Clinical features  

1 Age at diagnosis 

2 Inferred menopausal state 

3 Lymph nodes examined 

positive 

4 Nottingham prognostic 

index 

5 Overall survival months 

6 Overall survival 
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3.3Machine learning algorithms 

We have used five machine learning algorithms, 

(1) SVM (2) decision tree (3) random forest (4) Ada 

Boost (5) ANN.  

These algorithms are selected because of the 

following reasons. 

1. SVM algorithm is implemented to create the best 

line or a decision boundary that can segregate n-

dimensional space into classes to quickly put the 

new data point in the correct category in the future. 

This best decision boundary is called a hyperplane 

[34]. 

2. In the decision tree, the data are continuously 

divided according to a specific parameter defined 

in Table 4. The leaves are the decisions or the 

outcomes [35, 36].  

3. In random forest, the "forest" it builds is an 

ensemble of decision trees, trained with the 

“bagging” method. The general idea of the 

bagging method is that a combination of learning 

models increases the overall result [37, 38]. 

4. The AdaBoost algorithm is a boosting technique 

used as an ensemble method in machine learning. 

It is called AdaBoost as the weights are re-

assigned to each instance, with higher weights 

assigned to incorrectly classified model the 

biological analogy. ANN consists of nodes 

representing neurons connected by arcs. It 

corresponds to dendrites and synapses. Each turn 

is associated with a weight while at each node. 

Values are applied as received input by the node, 

and the activation function is defined along the 

incoming arcs, adjusted by the weights of the 

hooks. 

5. These algorithms are implemented with 

METABRIC dataset and ANOVA statistical 

function (Figure 1). 

 

 
Figure 1 Machine learning techniques on METABRIC dataset 
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3.3.1SVM 

In SVM, we aim to get the authentic hyperplane that 

amplifies the boundaries. We have used C as a 

hyperparameter set at the beginning of training, the 

model mentioned in Table 5. Hyperplane equation 

diving the points in SVM [39]. 

 ⃗⃗            (1) 

 

Where in Equation 1 

 ⃗⃗   is the normal direction of a plane 

b   is a form of entrance 

If  ⃗⃗ .    is calculated to be large, then it is owned by a 

class. If it is less than b, it is owned by a second 

class. 
3.3.2 Decision tree 

In the decision tree, we have calculated the entropy 

and information gain mentioned in Table 4, entropy 

manages how the decision tree chooses the data. 

             ∑             
     (2) 

 

Where in Equation 2 

Pi= probability of an element                         

After that, information gain is calculated. This 

technique analyses the best split in a decision tree 

[40]. 

 

   (   )  

        ( )   ∑
    

            (  )     (3) 

 

Where in Equation 3  

 T = Target column 

A = The variable (column) we are testing. 

v = all value in A 
3.3.2Random forest   

This algorithm, can be implemented on regression 

and classification problems. In our research, we use 

the Gini index on classification data [41].  

       ∑ (  )  
      

2                                          
       (4) 

 
 

Where in Equation 4 

c = classes in the target variable  

Pi = ratio of class 

This formula decides in our random forest 

implementation which branches will appear the most 

in random forest.  

 

 

3.3.3Ada boost 

This algorithm is an adaptive boost classifier and a 

boosting algorithm. The main advantage of the Ada 

Boost classifier is a weak beginners change towards 

the powerful learner [42]. 

 ( )      (∑     ( )
 
   )                        (5) 

 

Where in Equation 5 

H(x) denotes the weightage of input training data 

ht (x) relates to the weak classifier t output where x is 

input 

αt represents weight shared with the classifier. 

 
3.3.4ANN   

ANN comprises of input, hidden, and output layer. In 

ANN we follow the formula mentioned below [43]. 

 (  ∑     
 
   )                                         (6) 

 

Where in Equation 6 

b = bias   

X = input to neuron  

W =weights 
n
 = number of inputs from incoming layer 

i = a counter from 1 to n 

In our work, ANN gives the highest accuracy among 

all the machine learning classifiers  

 

3.4Training and testing 

Training and testing are performed to calculate the 

accuracy of served on the METABRIC dataset. The 

dataset is divided into two parts, one portion is for 

training activity and another piece is for testing: 

 In first split, 70% of data (1334 patients) for 

training and 30% (571 patients) for testing.  

 At the second split, 80% data (1524 patients) for 

training and 20% (361 patients) for testing. 

 In third split, 90% data (1714 patients) for training 

and 10% (191 patients) for testing.  

 

To check the accuracy level, which is mentioned in 

Table 5. The 10-fold cross-validation is also 

performed on the same dataset to check whether 

splitting the dataset into equal numbers will affect the 

accuracy level or not [44]. Cross-validation is 

implemented in machine learning to evaluate the 

expertise of the machine learning model on hidden 

data. 

Table 4 Parameters used in all the machine learning classifiers 

Machine learning classifier Parameters Parameters used 

SVM Optimizer 

Kernel 

C 

RBF 

Decision Tree No of nodes 

Entropy 

Information Gain 

7 

7.55 

7.43 
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Machine learning classifier Parameters Parameters used 

Random Forest No. of estimators 

Criteria followed 

Min samples split 

100 

GINI 

2 

AdaBoost Classifier Learning Rate 

No of estimators 

Base estimators 

0.01 

50 

None 

ANN Number of Neurons 

Activation Function 

Multiclass Classification 

Optimizer 

200 

Rectified linear unit (ReLu) 

Sigmoid 

Adam 

   
Table 5 Train/test split  

No. of the patients for 

training the data  

No. of patients for testing 

the data  

1334 571 

1524 361 

1714 191 

 

3.5Confusion matrix 

Each column of the confusion matrix denotes the 

copy of the estimated class. A confusion matrix can 

be implemented on binary and multiclass 

classification problems [45]. In this dataset, we have 

used multi types, namely died of disease, died of 

other causes, and living. To get the accuracy in the 

confusion matrix formula is [46]. 

         
     

           
   (7) 

 

where in Equation 7 

(TN= True Negative, TP = True Positive, FP = False 

Positive, FN = False Negative) 

As the confusion matrix is a method, to sum up, the 

execution of classification algorithms. 

 

4.Results 
With the implementation of ANOVA on the 

METABRIC dataset, we choose the six clinical 

features out of 31 parts. Selected attributes are shown 

in Table 3. Machine learning algorithms are 

implemented on the METABRIC dataset providing 

the highest accuracy. We get the following results on 

these algorithms based on 90% training and 10% 

testing data. 

 

4.1Support vector machine 

C is a hypermeter in SVM to control error mentioned 

on the X-axis in Figure 2. SVM gives the accuracy of 

0.8691% on the tested dataset, and a 10-fold cross-

validation method is also implemented, subdividing 

actual samples into 10 equal-sized subsamples. Each 

subsample is considered validation data for testing 

the model and repeating the process 10 times. 

 

 
Figure 2 Accuracy of support vector machine 

 

4.2Decision tree 
It has a tree-like structure used for classification and 

prediction. The data are divided into defined 

parameters [47]. Six parameters are given, which are 

highly correlated with death from cancer. 

 

Format of features in the decision tree is mentioned 

below 
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(x, y) = (x1, x2, x3 ___ x6, Y) 

Y is the target variable dependent on X features that 

contain (x1-----x6). We have considered the max-

depth, the length of the longest path from the root to 

leaf, and twelve iterations are performed as it affects 

the accuracy rate which is mentioned in Figure 3. 

The decision tree gives an accuracy of 0.853%.  

 

 

 
Figure 3 Accuracy of decision tree 

 

4.3Random forest 

Random forest consists of a single decision tree, 

which works as an ensemble [48]. This algorithm is 

found to be accurate than other classifiers and works 

expertly on massive datasets. It can determine which 

variable is primary in classification and gives the 

result accordingly. To get the highest accuracy, the 

max depth of random forest is considered, which 

describes each tree’s deep in a forest. The highest 

accuracy of random forest is 0.863% mentioned in 

Figure 4. 

 

 
Figure 4 Accuracy of random forest 

4.4Ada boost classifier 
It is a boosting technique. Weights are reallocated to 

every occurrence and excessive weights to wrong 

classified events [49]. In our experimental result, the 

Ada Boost gives an accuracy of 0.685 with a learning 

rate of 0.01. The learning rate is mentioned in Figure 

5. 
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Figure 5 Accuracy of AdaBoost classifier 

 

4.5ANN 

The input layer contains components of the dataset; 

the output layer includes a single node. Weights 

joining the layers are rearranged by utilizing training 

data of METABRIC database. It further applies 

feedforward ANN with Adam optimizer. This 

classifier gives an accuracy of 87.43% with 200 

neurons and ReLu activation function Table 6. 

 

Table 6 ANN parameters 

No of neurons Activation 

function  

Optimizer 

200 ReLu Adam 

 

4.6Confusion matrix  

Confusion Matrix is created of all the classifiers as 

confusion matrix is used to assess the execution of 

the classification model. The confusion matrix talks 

about the errors built by the classifier. In our 

research, we have multi classes in the confusion 

matrix first class died of disease, the second died of 

another cause, and the third was living. Confusion 

matrix gives knowledge regarding misconception 

made by the classifier and variety of errors that are 

being made. It indicates how a classification model is 

unorganized, while building prognosis. Confusion 

matrix results are shown below in Table 7. 

 

 

Table 7 Performance of classification model with the help of confusion matrix 

Machine learning 

classifier 

Class Died of disease  Died of other 

cause  

living 

Decision Tree Died of disease 50 10 0 

Died of other cause 18 34 0 

Living 0 0 79 

Ada Boost Classifier Died of disease 0 60 0 

Died of other cause 0 52 0 

Living 0 0 79 

Random Forest Died of disease 51 9 0 

Died of other cause 17 35 0 

Living 0 0 79 

SVM Died of disease 51 9 0 

Died of other cause 16 36 0 

Living 0 0 79 

ANN Died of disease 54 6 0 

Died of other cause 38 14 0 

Living 33 20 26 

 

4.7Accuracy results  

In Figure 6, we have mentioned the accuracy level of 

(70%/30%), (80%/20%), and (90%/10%) as the train 

and test split. The accuracy of (90%/10%) train and 

test split has been taken from the cross-validation 

accuracy that is elaborated in Table 8.  Further, the 

research depicts that this split gives the highest 

accuracy. From Table 8, we can say that ANN gives 

the highest accuracy among all the classifiers. When 

cross-validation is applied on all the classifiers, then 
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among all, the random forest gives the highest 

accuracy [50]. 80-20 and 70-30 split accuracy results 

are shown in Table 8. 

 

We combined the different measurement aspects to 

check the effectiveness of all machine learning 

algorithms [51]. F1 scores are implemented to 

evaluate the standard of multiple classes. Hamming 

Loss is the portion of the labels that are wrongly 

anticipated. It is used to check the model 

performance. The standard error is a statistical word 

that calculates the accuracy. Kappa value is used to 

compute the inter-rater authenticity for the qualitative 

module. The score of all the classifiers is mentioned 

in Table 9 below. 

 

By implementing all the above algorithms, we got the 

following results. 

 Six best clinical attributes are selected which are 

positively correlated with one another and highly 

responsible for the death of a female, with the help 

of ANOVA statistical function. 

 The decision tree algorithm is implemented on the 

METABRIC dataset. The number of iterations 

performed on the decision tree is 12, which 

increased accuracy to 85%. 

 In random forest validation score is 0.776, and the 

test score is 0.770 when the first iteration is 

performed. At the 12th iteration, the validation 

score increased to 0.831, the test score increased to 

0.827, and accuracy reached 86%. We considered 

the best score [52]. 

 Tunning of the SVM algorithm on the 

METABRIC dataset with nine iterations gives the 

validation score of 0.837, test score of 0.86, and 

accuracy of 86.9%.  

 By implementing the ANN at epoch 100, the loss 

(prediction error) is 0.2507 with 80 per accuracy, 

and at epoch 200, the loss is 0.1722 with 87.4%. 

So, the minimum failure is considered with 

maximum precision. 

 

 
Figure 6 Comparison based on a train-test split of the dataset 

Table 8 Highest accuracy with cross validation in different split ration 90-10, 80-20 and 70-20 

ML classifier 90-10 split 80-20 split  70-20 split Cross validation  

SVM 86.9 85.2 84.1 84.1 

Decision Tree 85.3 84.0 82.2 82.4 

Random Forest 86.3 85.1 83.0 84.4 

Ada Boost 68.5 63.1 63.0 67.9 

ANN 87.4 85.1 84.0 83.3 

 

Table 9 Different measurement aspects of machine learning classifiers 

Classifier  F1Macro Hamming loss Standard error Kappa value  

Ada Boost 0.544 0.314 0.033 0.53 

Decision Tree 0.829 0.146 0.025 0.77 

Random Forest 0.854 0.125 0.023 0.80 

SVM 0.848 0.130 0.024 0.80 

ANN 0.536 0.465 0.313 0.77 
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5.Discussion 
Our first goal of the present study is to examine the 

clinical features that are correlated with death and 

breast cancer. Our findings propose that with the help 

of the ANOVA statistical function, we can select the 

best clinical features when the number of elements is 

enormous. ANOVA is used to predict the factors that 

are responsible for the detection of breast cancer in 

women.  

 

The second aim is to implement the machine learning 

algorithms on the METABRIC dataset and check the 

various algorithms’ accuracy. In SVM, to check the 

accuracy of the SVM classifier, nine iterations are 

performed to avoid misclassification in all training 

samples. In the decision tree, seven nodes have been 

considered and further 12 iterations have been 

performed on the decision tree classifier algorithm. 

Random forest is implemented to increase the 

anticipated accuracy. We have taken 100 no of 

estimators, and the number of iterations performed 

for tunning the random forest classifier is 12. The 

criteria followed in the random forest is Gini. 

 

In the Ada Boost classifier, we have taken 50 

estimators wherein the learning rate is 0.01. This 

classifier aims to place the mass of classifiers and 

train the facts specimen in all repetition. The final 

classifier we have used for prediction is ANN; this 

classifier works the same way persona intelligence 

examines procedure details. In ANN, we have taken 

200 neurons. As in our research, we have used a 

standard scalar for scaling the attributes where values 

are fixed in 0 and 1. ANOVA is used for making the 

best conclusion of features. Our data lies between 0 

to 1, therefore we have used the sigmoid function for 

multiclass classification and the ReLu activation 

function in ANN. SVM gives the accuracy of 86.9%; 

decision tree 85.3%, random forest 86.3%, Ada Boost 

68.5%, and ANN gives 87.43% accuracy. The third 

aim is to examine the model’s validity on obscured 

data. We implemented 10-fold cross-validation on all 

machine learning classifiers and checked for 

accuracy. 

 

As per the research, it has been found that the random 

forest gives the minimum hamming loss and standard 

error by performing comparative analysis on various 

classifiers. Research says that Kappa value of random 

forest and SVM is the same. Kappa value is used to 

measure the inter-rater dependability for a definite 

unit. A confusion matrix shows the accuracy and 

defects of each class in the concerned model. As 

mentioned in Table 7, three classes are: died of 

disease, other causes, and living. For the living class, 

all the classifiers give the same output as 1.0, but for 

the ANN, the value is 0.727, shown in Table 10. 

ANN cross-validation overall output is less accurate 

in the confusion matrix. But as per Table 8, it can be 

justified that the ANN accuracy of the METABRIC 

dataset is above other classifiers. The random forest 

consists of countless decision trees that work as an 

ensemble and large datasets. In random forest, we 

have tried to increase the numbers of estimators in 

every node break to get a more accurate result. For 

measuring the impurity, researchers have followed 

the Gini criteria to deal with the classification 

problem. 

 

A complete list of abbreviations is shown in 

Appendix I. 

 

 

Table 10 Accuracy of classification model by confusion matrix 

ML Classifier Died of disease Died of other cause Living  

SVM 0.869 0.869 1.0 

Decision Tree 0.853 0.853 1.0 

Random Forest 0.874 0.874 1.0 

Ada Boost 0.685 0.681 1.0 

ANN 0.534 0.806 0.727 

 

Our study has some limitations. 

 After performing the cross-validation on the same 

data with identical algorithms, the level of 

accuracy falls apart.  

 Eight genes most responsible for breast cancer can 

predict death from breast cancer.  

 

Despite these restrictions, our dataset contains 6 best 

correlated clinical features with 331 genes /proteins 

and predicts the death from breast cancer. 

Nevertheless, our study calls attention to the use of 

machine learning to predict breast cancer. 

 

6.Conclusion and future work 
Machine learning classifier SVM, decision tree, Ada 

Boost, random forest, and ANN were used in this 

paper for detecting breast cancer. We have used the 

dataset of 1904 patients with 6 clinical attributes and 
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331 genes and proteins. When the dataset is 

extensive, machine learning uses statistical functions 

for feature selection. With the help of statistical 

procedures and machine learning, breast cancer can 

be effectively diagnosed. Various researchers related 

to the research area have not opted for standard scalar 

and ANOVA functions in traditional machine 

learning methods, but in our research, we have scaled 

the dataset from 0 to 1 range with the help of a 

standard scalar. An ANOVA statistical function is 

used for feature scaling. Cross-validation is also 

implemented on all machine learning classifiers to 

check the model's usefulness on invisible data. A 10-

fold cross-validation technique is implemented to 

train and test the classifiers.  

 

In our approach, the author(s) has combined 

statistical methods with machine learning to get 

better accuracy for the detection of breast cancer. 

This machine learning model can assist doctors and 

researchers in assembling better techniques for breast 

cancer identification in females. As we see the 

improvement in technology every day, new 

algorithms are being implemented to solve the 

problem of detection of breast cancer. So, researchers 

can implement deep learning by taking care of all 

these things. This dataset also consists of all the 

genes responsible for breast cancer.  In the future, 

genetic algorithms and deep learning can also be 

implemented to predict breast cancer with more 

accuracy.  
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Appendix I 
S. No. Abbreviation  Description 

1 A, C, G, T Adenosine, Cytidine, Guanosine, 
Thymine 

2 ANOVA Analysis of Variance 

3 ANN Artificial Neural Network 

 ATM Ataxia Telangiectasia Mutated 

4 AUROC Area Under the Receiver Operating 
Characteristics 

5 BRCA1 BReast CAncer gene1 

6 BRCA2 BReast CAncer gene 2 

7 CDH1 Cadherin 

8 CHEK2 Checkpoint Kinase 

9 DNA Deoxyribonucleic Acid 

10 ELM Extreme Learning Machine 

11 KNN K-Nearest Neighbour 

12 NB Naïve Bayes 

13 PALB2 Partner and Localizer of BRCA2 

14 PTEN Phosphatase and Tensin Homolog 

15 ReLu Rectified Linear Unit 

16 ROC Receiver Operating Characteristic 

17 RNA Ribonucleic Acid 

18 SVM Support Vector Machine 

19 TP53 Tumour Protein 
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