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1.Introduction 
Talent management and its strategies were getting 

evolved in the past decades and in recent years, it has 

been changed at a fast pace [1]. Unlike past decades, 

talent management policies are becoming 

indispensable in today’s changing environment [2]. 

Human resource (HR) is one of the most valuable 

resources which are to be taken care of in a 

conscience manner. In general, organizations identify 

the best talent for the right position and try to engage 

and retain them effectively to adjust to ever changing 

conditions [3]. Thus, managing talent is a continuous 

process that applies a strategic approach to hire, 

retain, manage as well as develop the workforce [4].  
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Meanwhile, enterprises must shape a viable 

workforce by giving proper training insisting on 

continuous learning and skill development thereby 

elevating their performance. 

 

Managing talent will be successful only when 

strategies allow the talents to evolve as the company 

grows. Human capital management has become more 

crucial due to the shift in the fundamental nature of 

today's working environment and the development of 

technologies [5]. The main challenge for HR 

professionals is not only to make use of the 

knowledge the talent has but also to retain them 

appropriately for the company's benefit. Employee 

attrition is a workforce in the enterprise who 

willingly leaves the company [6]. Employee turnover 

is such a criterion to evaluate the HR professionals 

that specifies the number of new workers replacing 

the existing employees over a particular time frame 
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[7]. Obviously, the higher the employee attrition, the 

higher the turnover rate cursing huge expenditure on 

talents for identifying the new hands, providing them 

training and development to build a competitive 

nature among them. Proper strategies and policies are 

to build in the company to retain the talents and to 

reduce the employee turnover rate. Thus, to predict 

the possibility of the talent leaving the organization, 

predictive analysis comes into existence [8].  

 

Data mining and machine learning combined with 

optimization algorithms has emerged as new age 

qualitative and quantitative models that are often 

used to identify clear insights from a wide range of 

dataset [9]. The predictive analysis makes use of 

these algorithms for processing the information in 

hand to predict future trends. Thus, owing to the 

advancements in the technological field, applying a 

predictive analysis of the employee attrition data will 

undeniably help to predict the employees who may 

leave the organization. This prediction helps to make 

decisions earlier and to reduce the loss of HR [10, 

11].  

 

Classification is the major field of research for many 

applications covering a wide range of domains. In 

general, learning algorithms build the model and train 

them using the training dataset that contains both the 

features and the target class. The testing phase is 

intended to apply the model on the test data 

containing the feature values for predicting the target 

class [12]. In classification and prediction, the 

accuracy of prediction is the most important as it 

allows us to know the level of trust that can keep in 

the algorithm in connection with the obtained results.  

Feature selection is part of the classification process 

that helps to identify the most important features 

regarding the target variable and thus it improves the 

classification performance as well [13]. Using 

optimization algorithms for soft computing with 

machine learning for feature selection and 

classification are more commonly used recently to 

identify optimal solutions. Most familiarly used 

optimization algorithms and its variations are ant 

colony optimization (ACO) [14], a particle swarm 

optimization (PSO) [15], grey wolf optimization 

(GWO) [16], forest optimization algorithm (FOA) 

[17], world cup optimization (WCO) [18], genetic 

algorithm (GA) [19], animal migration optimization 

(AMO) [20] and more. 

 

In employee attrition prediction, several researchers 

applied various standard classification algorithms 

from machine learning. Each model may provide 

different results based on its suitability and for 

employee attrition prediction, it is suggested that the 

Random forest (RF) algorithm is more appropriate 

[21, 22]. However, there is still an option for the 

improvement in the performance of the prediction 

model. Additionally, most of the works focus only on 

the classification algorithms and not on the feature 

selection phase [9–11, 21]. Very few works   focus 

on using optimization algorithms in classifying 

problems related to HR [15, 22]. 

 

Thus, the paper presents the novel prediction model 

with two phases, including a weighted forest 

optimization algorithm for feature selection enhanced 

by utilizing accuracy, specificity, sensitivity along 

with mutual information and an improved random 

forest (IRF) algorithm for effectively classifying the 

attrition results. The experimental analysis for the 

proposed model has been made using International 

Business Machines (IBM) human resource employee 

attrition dataset available for public access and the 

results of the model are evaluated and compared with 

the existing models which show improved 

performance. 

 

The organization of the paper is as follows. Section 2 

presents the related research work associated with the 

field of study. The proposed predictive model for 

employee attrition with feature selection using an 

enhanced weighted forest optimization algorithm and 

IRF classifier are explained in section 3. Section 4 

and 5 presents the exploratory data analysis, 

performance analysis and comparison of results with 

the existing models. Finally, the paper concludes the 

article along with the suggestions for future work. 

 

2.Literature review 
Talent management is becoming one of the most 

crucial fields to be taken care of while running an 

organization. Among all resources, human resource 

plays a vital role in a company's growth. Retaining 

talent is such a challenging task since it completely 

affects the substantial work that contributes to the 

turnover of the company, if an employee working for 

the long term at the top-level leaves the enterprise. 

Due to the consequence of employee attrition, several 

researchers have used various machine learning 

algorithms for predicting employee attrition earlier 

which helps to make strategic decisions without 

affecting the company's revenue.  

 

To classify the employees based on attrition and 

retention, extreme gradient boosting (XGBoost), a 

machine learning technique that uses bagging was 
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implemented [23]. It was claimed that the algorithm 

has better performance in terms of memory 

utilization, minimum execution time and maximum 

accuracy of around 90%. However, the model was 

not compared with other existing algorithms. Various 

machine learning classifiers such as decision tree 

(DT) classifier, logistic regression (LR), support 

vector machine (SVM) and RF are evaluated with the 

employee attrition dataset in which the experimental 

analysis shows that the RF classifier is highly 

suitable for prediction than other models [7, 20, 24]. 

It was reported that employee attrition or retention 

highly depends on their satisfaction level. 

  

Supervised learning models were used to evaluate the 

employee attrition was made [6, 22]. Various 

classifiers such as DT, RF, LR, SVM, gradient 

boosting trees (GBT), XGBoost, neural networks 

(NN), linear discriminant analysis (LDA), and naive 

Bayes (NB) and k-nearest neighbour (KNN) were 

also used. The model was evaluated using varied 

sizes of small, medium and large datasets. Like a RF 

classifier, LR is also considered to be effective in 

predicting employee attrition with an accuracy of 

80% [25].  

 

Classification of employee attrition has been made in 

which C5.0, a DT classifier with Apriori association 

rule algorithm was utilized which consumes 

minimum RAM and time consumption [26]. The 

work was extended with GWO, C5.0 with an 

association algorithm for employee attrition 

prediction and the results produced by the algorithm 

have minimum memory utilization and time 

consumption than the PSO algorithm. However, the 

models were implemented with only 5 significant 

features such as gender, distance from home, 

environment satisfaction, work-life balance and 

education field [27]. An ensemble-based model that 

employs SVM, RF and LR are using weighted 

average-based classification was suggested to predict 

the voluntary turnover of the employees. Though the 

model offers better accuracy, the sensitivity of the 

model still needs to be improved [9]. Various 

ensemble models were proposed to improve the 

prediction accuracy which helps to apply retaining 

tactics for identified employees [28–31]. Various 

factors that influence employee attrition along with 

the possible solution were also discussed.  

 

An algorithm to implement an uplift model that is 

based on the RF was proposed which helps to 

evaluate the efficiency of the various retention 

policies for human resource data [32]. A performance 

analysis was made between the uplift model and the 

conventional predictive model and it is shown that 

the uplift model offers better results in predicting 

employee turnover [33]. An effort was made for 

workplace related features that are categorized as 

demographic and behavioural variables [34]. Another 

work was made by suggesting the salary increase to 

proliferate the rate of employee retention via an 

analytical approach [35].  

 

Thus, with the knowledge obtained from the above 

literature, it is found that only a very few models 

focus on selecting the features for the classification 

process. Feature selection most likely improves the 

accuracy of the classifiers as it removes the 

redundant and irrelevant attributes. With this into 

consideration, a predictive model for talent 

management has been proposed to effectively 

classify employee attrition using an enhanced 

weighted forest optimization algorithm with an IRF 

classifier. 

 

3.Proposed predictive model 
The proposed prediction model aims at managing the 

talents by predicting employee attrition with a 

significant feature selection using soft computing and 

machine learning algorithms. The selection of 

significant features plays an important role as it 

represents the key factors that cause the employee to 

leave the organization and the prediction identifies 

the experienced employees who have the possibility 

of leaving the organization based on which proper 

care can be taken to retain the highly talented 

professionals. The architecture of the proposed 

prediction model with enhanced weighted forest 

optimization and RF algorithms is shown in Figure 1. 

It comprises two phases with the first phase centers 

on selecting features using a weighted forest 

optimization algorithm and the second phase on an 

IRF classifier. 

 

3.1Feature selection using enhanced weighted 

forest optimization algorithm (FSWFOA) 

As mentioned earlier, the feature selection process is 

more significant as it contributes to the accuracy of 

classification results for the underlying problem. In 

general, most real-world datasets consist of an 

enormous number of features in which all of which 

may not be useful in the classification or prediction 

process. This is due to the existence of redundant and 

irrelevant features occurring in the dataset. Utilizing 

all such features in any classification or prediction 

problems may result in inconsistent and inaccurate 

results. Thus, feature selection identifies the features 
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that are highly dependent on the class variables that 

even improve the classification accuracy. The FOA is 

one of the powerful evolutionary algorithms, initially 

proposed to solve the continuous search space 

problem. This optimization algorithm is inspired by 

the procedure of a growth process of limited trees in 

a forest [36]. 

 

However, later it is also adjusted in such a way to use 

them in discrete search space problems like feature 

selection [37]. This algorithm is used to identify the 

optimal feature subset of the entire feature set. 

Accordingly, the feature selection using the FOA 

(FSFOA) is divided into six main parts 1) Initialize 

trees; 2) Local seeding operation (LSO); 3) 

Population limiting in the forest; 4) Global seeding 

operation (GSO), and 5) Update the best tree; 6) 

Fitness function evaluation. The proposed weighted 

forest optimization algorithm for feature selection 

enhances the first and last part of the traditional 

FSFOA algorithm. The FOA algorithm has five main 

parameters that need to be initialized before 

executing the algorithms. 

They are: 

• Local seeding changes or (LSC) represent the 

number of features whose values are to be changed 

on the local seedling stage. 

• Area limit represents the limitation of the forest 

indicating the maximum number of trees allowed 

in the forest. 

• Lifetime represents the maximum allowed age of 

the tree. 

• Transfer rate represents the percentage of the 

candidate population (cp) to be used in the global 

seeding stage. 

• Global seeding changes or (GSC) represent the 

number of the features whose values will be 

changed in the global seeding stage. 

 

 

 
Figure 1 The working mechanism of the proposed model 

 

The steps in the FSWFOA algorithm are described in 

the below subsections. 
3.1.1Initialize trees using information gain 

In the first stage, the forest is initialized with a 

randomly generated tree consisting of all sets of 

features in which every feature is either set as 0 or 1 

randomly.  Here the size of the tree will be the (n+1) 

where n represents the number of features in the 

given dataset and 1 represents the age of the tree 

which is then initialized to 0. The age of the tree is 

incremented by 1 in the next stage of local seeding 

except for the newly generated tree in that stage. 

Feature Selection using Weighted Forest Optimization 

Algorithm 

Prediction using Improved Random Forest Classifier 

Improved random forest 

 

 

 

 

 

Input dataset and test data 

Data Pre-processing 

Select the feature subset 

Select the k subset of data points 

Construct decision trees 

Predict the class labels 

Evaluate prediction score 

Test Data 

Compute class score 

Compute information gain for the features 

Initialize the forest with random 0-aged trees by 

choosing the top features  

Use local seedlings on 0-aged trees  

Limit forest population and generate candidate 

population  

Apply global seedlings on the selected trees 

from the candidate population 

Evaluate the fitness value using weights and 

Update the best tree 

Return the set of features forming the best 
tree 

Stop criteria? 
No 

Prediction result for test data 

Train Data 

Yes 
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Also, the feature that is set as 1 indicates the feature 

is selected and 0 indicates the features that are not 

selected for further learning processing. The sample 

tree elements in the array representation are given in 

Equation 1. 

       [              ]  (1) 

 

However, the main drawback is the completely 

randomized initial tree generation and it falls into a 

locally optimal solution. Thus, in the proposed 

algorithm, initially, information gain (IG) is 

evaluated for all the n features and then the tree is 

generated by setting the top n/2 of the features having 

maximum IG as 1 and for the remaining features, the 

value is set as 0. The sample initial tree with 4 

features in which features    and    are initialized to 

1 as they have the highest IG when compared with 

the other features    and    as in Equation 2. 

      [                          ] 
(2) 

IG is the most significant concept in DT learning that 

specifies the ratio of IG to intrinsic information. It 

specifies the amount of information provided by the 

feature about a specific class. The IG utilizes entropy 

values to measure the gain of an attribute [38]. Here 

the entropy of dataset D is computed as in Equation 

3. 

 ( )   ∑       (  )
 
     (3) 

 

Here    is the probability of the record that belongs to 

class    which can be estimated as           . Then 

the entropy of the attribute A given the information 

about D is computed as in Equation 4. 

  ( )  ∑
    

   
  (  )    

 
     (4) 

Here A is an attribute with v distinct values {a1, a2, … 

av} in which D is split into v partitions and    

represents the number of records in D having the 

value of aj of A.  

 

Finally, the gain of the attribute can be measured as 

in Equation 5. 

    ( )   ( )    ( )  (5) 

 

Finally, the attributes are sorted based on the gain 

values in descending order which specifies the 

significance of the attribute concerning the class 

variable and is used for initializing the features in the 

initial tree. 
3.1.2Local seeding operation  

The LSO step is intended to generate a random 

number of neighbour trees for each tree in the forest 

in which the age of the newly generated tree is set as 

0. For the newly generated trees, some features are 

selected randomly. This is carried out by changing 

their values from 0 to 1 and from 1 to 0 one at a time. 

This implies that some features are added or some 

existing features are removed one at a time before 

applying the learning algorithm and are considered as 

the local search in the entire search space. The 

number of features to be added or removed is the 

same as the value stored in the predefined parameter 

LSC. Once the local seeding is completed, the age of 

existing trees in the forest is incremented by one 

except the newly generated trees. The sample local 

seeding for the tree with four features specified in 

Equation 2 with LSC as 2 is shown in Figure 2. Since 

LSC is set as 2, the two features f1 and f4 are chosen 

randomly and are processed one at a time in which 

for the first generated neighbour tree, the feature f1 is 

selected along with the features f2 and f4 and for the 

second generated neighbour tree, the selected feature 

f4 is removed by selecting only the feature f2. 

 

Existing Tree  Neighbour Trees 

            

        Age=0 1 1 0 1 

Age=1 f1=0 f2=1 f3=0 f4=1        

      Age=0 0 1 0 0 

Figure 2 Simple illustration for LSO 

 
3.1.3Limiting the population in the forest  

This step is significant as it limits forest expansion. 

The limitation of the population in the forest can be 

done by displacing the set of trees from the forest to 

form the candidate population (cp) using the 

predefined parameters area limit and lifetime. The 

trees to be added to the candidate population can be 

done in two ways. The first step omits the trees 

whose age is greater than the pre-defined parameter 

lifetime indicating the normal death of trees. Even 

after omitting the trees that crossed the lifetime, if the 

size of the forest is greater than the predefined 

parameter area limit, the second method computes 

the fitness values of all the trees and is sorted in 

descending order. The trees having the least fitness 

value and are beyond the area limit are omitted and 
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transferred to the candidate population, indicating the 

trees are died due to some genetic or environmental 

problems leading to the survival of the fittest in the 

forest. This candidate population is then used in the 

next phase of the global seeding of trees. 
3.1.4Global seeding operation  

In a GSO, a portion of the trees is selected randomly 

for performing a GSO. The portion of the trees is the 

value specified in the predefined parameter transfer 

rate. For the randomly selected portion of the trees, 

some of the features are randomly selected and the 

values of the features are flipped as in the LSO. Here 

the number of features to be selected for performing 

the GSO is the value specified in the predefined 

parameter GSC. This is carried out by changing the 

values of the selected features from 0 to 1 and from 1 

to 0 which is similar to an LSO except that the 

features are processed at the same time. This implies 

that some features are added or some existing 

features are removed at the same time before 

applying the learning algorithm and is considered as 

the global search in the entire search space. The 

sample global seeding for the tree with four features 

specified in Equation 2 with GSC as 3 is shown in 

Figure 3. Since GSC is set as 3, the three features f1, 

f2 and f4 are chosen randomly and are processed at 

the same time. 

 

                  

Age f1=0 f2=1 f3=0 f4=1   Age f1=1 f2=0 f3=0 f4=0 

Figure 3 Simple illustration for GSO 

 
3.1.5Update the best tree 

After performing the GSO, the trees are evaluated 

using the fitness function and the trees are sorted 

based on their fitness value. The tree with the highest 

fitness value is considered to be the best optimal tree 

for which the age parameter is reset as 0 and becomes 

the parent for the next generation in the forest. This 

helps to optimize the solution effectively. 

 

Thus, all the aforementioned stages are performed 

repeatedly until one of the termination criteria is 

fulfilled [39]. The stopping conditions include 1) a 

limited number of iterations 2) no changes in the 

evaluated fitness value for the subsequent iterations 

3) a specified degree of fitness value is achieved. 
3.1.6Fitness function evaluation 

The proposed model uses the IRF classifier to predict 

the attrition results. Thus, to improve the 

performance of the classifier further, the performance 

of the classifier is taken as one of the parameters to 

compute the fitness function. The proposed fitness 

function is computed based on the classification 

analysis (CPtree) and feature analysis (FPtree) with 

different weights. For classification analysis, the 

classification accuracy, sensitivity and specificity of 

the classifier are considered, whereas, for the feature 

analysis, the mutual information between each 

feature with a class variable representing relevancy 

and the average mutual information between the 

feature are utilized and all the other features 

representing redundancy are omitted. The fitness 

value for the proposed model is given in Equation 6. 

The performance of the classification is computed by 

averaging the accuracy A that varies between 0 and 1 

as well as with the product of specificity Sp and 

sensitivity Sn which always lies between 0 and 1. 

                     ∑       
       

 

     (6) 

 

       
  (     )

 
   (7) 

               
∑          

    (     )

∑  
 

     (8) 

The variable         refers to the normalized mutual 

information (NMI) with the feature fi and class 

variable c. This represents the level of relevancy of 

the feature concerning the class variable which must 

be always higher. The weighted average of NMI is 

computed between each feature with all the other 

features. Here, the weights refer to the IG computed 

at the initial phase for all the features. This step refers 

to the computation of redundancy which must be 

always minimum for the best features. Thus, the 

mutual information of the feature with other features 

is subtracted from the class variable. The variable WA 

is the weight of the classification performance and it 

is set between 75% to 100% [40] and Wf refers to the 

weight of the feature which can be set as 1-WA [41].  

 

The NMI is a qualitative measure that is used to 

analyse the correlation of the feature with the class 

variable as well as with the other variables. It is 

computed as referred by Kachouie and Shutaywi 

(2020) [42]. It is often computed using entropy and 

conditional entropy as in Equation 9. 
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   (   )  
 ( ( )  (   ))

 ( )  ( )
  (9) 

 

In the above formula, H(a) and H(b) refer to the 

entropies as in Equation 3 and H(a|b) refers to 

conditional entropy and is computed as in Equation 

10. 

 (   )   ∑  (   )   
 (   )

 ( )        (10) 

 

The pseudocode for the proposed feature selection 

using an enhanced weight-based forest optimization 

algorithm is presented in Figure 4. 

 

 

Algorithm: FSWFOA Algorithm 

Input: training_set t, LSC, area_limit, life_time, transfer_rate, GSC 

Output: selected optimal features having the largest fitness value 

Begin 

   1.   Apply IG for all features in the t and sort them  

   2.   Form the forest with an initial tree with D features and initial elements as age  

   3.   Set the first half of the sorted features to 1 and the remaining elements to 0 for the tree 

   4.   While termination criteria are not fulfilled do 

   5.       // Local Seeding Operation 

   6.       For each zero aged trees apply LSO do 

   7.            For i ranges 1 to LSC do 

   8.                 Generate a tree by selecting a random feature of the selected tree.  

   9.                 Modifying feature value from 0 to 1/ 1 to 0. 

   10.               Set the age of the newly generated tree to 0. 

   11.          End For 

   12.          Increment the age of the old tree by 1. 

   13.     End For 

   14.     // Limiting the Population in the Forest 

   15.     For each tree in the forest having n trees do 

   16.          If age > life_time then  

   17.               Transfer the tree to cp and decrement n by 1. 

   18.          End If 

   19.     End For 

   20.     If n > area_limit then  

   21.          For each tree in the forest having m trees do 

   22.               Apply IRF classifier and evaluate fitness value as in Eq. (6).  

   23.          End For 

   24.          Sort the trees based on their fitness value in descending manner  

   25.          Transfer the trees beyond area_limit to cp  

   26.     End If 

   27.     // Global Seeding Operation 

   28.     Select transfer_rate percentage of trees from the cp 

   29.     For each selected tree do 

   30.          Generate a new tree similar to the selected tree 

   31.          For i ranges 1 to GSC do 

   32.               Select random features & modify their value from 0 to 1 or from 1 to 0. 

   33.          End for 

   34.     End for 

   35.     // Fitness Function Evaluation 

   36.     Apply Algorithm 2 (IRF Classifier) and evaluate its fitness value as in Eq. (6).  

   37.     Identify the tree with maximum fitness value and declare it as the best tree. 

   38.     Set the age of the best tree to 0. 

   39. End While 

   40. Return the best tree with features set as 1 indicating the selected optimal features 

Figure 4 Pseudocode for proposed feature selection algorithm 

 

3.2IRF classifier 

RF is a supervised learning algorithm that builds a 

random number of decision trees with a random set 

of n different samples with k samples in the input 

dataset and takes the majority voting from the 

decision trees to classify the result. The algorithm can 

be used for classification as well as regression 

problems. Many of the existing works on the 

employee attrition prediction utilize various classifier 

algorithms among which it is proved that the RF 
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classifier offers better results and outperforms other 

traditional classifiers such as KNN, LR, linear 

support vector machine (LSVM), NB, DT [6, 22]. 

However, the obtained accuracy of the RF algorithm 

is yet to be improved.  

 

Thus, the proposed IRF classifier builds the random 

number of decision trees by selecting n number of 

samples from the total of k samples and the final 

prediction is evaluated using the performance of the 

classier instead of using majority voting. Several 

variations in predicting the class labels in the RF 

classifier have been proposed by researchers using 

weights and other techniques [43]. In the proposed 

model, the performance of each tree is evaluated 

using the classification performance, such as 

accuracy, specificity and sensitivity metrics as in 

Equation 7. Thus, the accuracy, sensitivity and 

specificity of each tree are computed by which the 

score for each tree is computed as [accuracy + 

(specificity × sensitivity)] /2.  

 

Here, accuracy refers to the ability of a model to 

correctly predict the attrition class labels and can be 

computed as in Equation 11. 

 

         
                         

                                                     
 

     (11) 

 

Sensitivity specifies the ability of a model to predict 

an employee who leaves the organization as actually 

left and can be computed as in Equation 12. 

            
            

                          
 

     (12) 

 

Specificity refers to the ability of the model to predict 

an employee who did not leave the organization as 

actually remain and can be computed as in Equation 

13. 

 

            
            

                          
 

     (13) 

Finally, the average of the performance scores of 

trees for each class is computed. The class having the 

highest score for the performance metrics is used for 

classification. Thus, the class label can be predicted 

by grouping the decision trees based on the predicted 

class labels as in Equation 14. 

      
               

      (14) 

 

The variable c in    represents the number of distinct 

classes in the dataset. Here, the computed 

performance analysis of the k
th

 decision tree 

      
  belongs to the particular group    if it belongs 

to the particular class   . The formula to predict the 

class label is given in Equation 15.  

  (     )    (   (    (      
 ))) (15) 

 

The variable cl represents the class label and       
represents the test sample x. The average 

performance metric specified in Equation 7 for the 

decision trees predicted with a specific class is 

computed and the class having maximum average 

value is the final predicted class label for the test 

sample x.  

 

The main drawback of the traditional RF classifier 

that uses majority voting is that it treats all trees the 

same despite the performance of the classifier. Each 

model equally contributes to the prediction results 

even though some models poorly contribute to 

prediction [44, 45]. Thus, the proposed model utilizes 

evaluation metrics such as accuracy, specificity and 

sensitivity for assigning scores or weights to the 

models. These values are then averaged based on the 

predicted class labels of the trees and finally 

averaged in predicting the final results.  

 

The algorithm pseudocode for the IRF Classifier is 

presented in Figure 5. 

Algorithm: IRF Classifier 

Input: training set D with M features, number of trees T, test instance x  

Output: Predicted class for the given instance x 

Procedure IRF_Classifier 

Begin 

   1.   For T from 1 to t do  

   2.       Randomly select the training set D’ from D  

   3.       Randomly select the M’ from M features and store them in feature_list 

   4.       Call Procedure Generate_trees(M’, D’, x) 

   5.   End for 

   6.   For T from 1 to t do 

   7.       Predict the class label for the test instance x 
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   8.       Evaluate accuracy, sensitivity and specificity 

   9.       Compute performance CPtree as in Eq. (7) 

   10. End For 

   11. Calculate the score for each class c by averaging CPtree for tree t resulting in class c 

   12. Identify ci having a max. the score for the performance 

   13. Return ci as the predicted label for the instance x. 
 

   14. Procedure Generate_trees(M’, D’):  

   15.     Create node N containing D’  

   16.     If instances of D’ are from the same class then  

   17.         return N as a leaf node labelled with the class C  

   18.     End If  

   19.     Apply information gin for the features  

   20.     Select the feature F with the highest IG as a split node  

   21.     Create k child nodes N1, N2, …, Nf where F has f possible values F1, F2,  .., Ff 

     22.     feature_list = feature_list-split_ feature 

   23.     For each child node k do 

   24.         Di be the set of instances in D’ satisfying split criterion of k 

   25.         If Di is empty then 

   26.              Attach a leaf node to N labelled with class C having max. instances      

   27.         Else  

   28.              Leaf node is Generate_tree(Di, attribute list) to node N; 

   29.         End If 

   30.     End For 

   31. Return N 

Figure 5 Algorithm pseudocode for proposed IRF classifier 

 

4.Results  
This section presents the details of the experimental 

analysis performed for the proposed model along 

with the dataset used and the result analysis as well 

as the comparison of results with existing classifiers. 

An experimental setup has been made for 

implementing the model which is carried out on the 

system with the following configuration, such as 

Intel(R) Core (TM) i3-4005U CPU with 1.70 GHz, 4 

GB RAM and 64-bit Windows Operating System. 

The software used for writing the code is Python 3.5 

in Anaconda Environment with Jupyter Notebook. 

For analysing the features, free tools such as WEKA 

and ORANGE are used for performing machine 

learning tasks as well as data analysis and 

visualisation respectively. 

 

4.1Dataset used 

For predicting employee attrition using the proposed 

weighted forest optimization algorithm with an IRF 

classifier, the IBM HR analytics employee attrition 

dataset from Kaggle [46]. The dataset contains 

instances that represent the details about the 

employees for the HR analytics case study. The target 

variable is attrition in which the value 0 represents 

the employee who did not leave and the value 1 

represents the employee who left the company. The 

dataset contains 35 features including class variable 

and 1470 instances with 237 instances with the target 

variable as ‘yes’ and 1233 instances with the target 

variable as ‘no’. 

 

4.2Model preparation 

Model preparation is an initial stage in performing 

the analysis of the input data. Here the input dataset 

undergoes various pre-processing steps to make the 

data suitable for applying the proposed techniques 

and to get a better result [47]. In general, several 

steps exist in data mining such as data cleaning, data 

transformation and data reduction [38]. Data cleaning 

deals with the missing and incomplete values in the 

dataset by either filling the missing data with 

appropriate values or deleting the records. However, 

for the analysis of the proposed model, as the dataset 

contains no missing values and therefore this step is 

skipped [48]. The next step is data transformation 

which deals with structuring the values that is 

suitable for processing easily.  

 

Data discretization is one such method that converts 

the given set of large attribute values to smaller sets 

without losing data. More specifically, the huge set of 

continuous numeric data is converted to a finite set of 

intervals. In the proposed model, discretization is 

carried out using an instance, filtering technique 

called binning which converts the huge set of 

numeric data into nominal values [49]. Data 

normalization is another transformation technique 

that intends to scale down the huge range of values 
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into a smaller range which is highly significant since 

a different range of values for different features often 

produce poor results. In the proposed model, min-

max normalization is used that linearly transforms the 

existing range to a new range based on the minimum 

and maximum values in the range [50]. The formula 

for min-max normalization is given in Equation 16. 

           
       
       

(             )         

     (16) 

The next step is data reduction where it intends to 

reduce the data to improve the prediction results. In 

the proposed model, the enhanced weighted forest 

optimization algorithm is applied to select the 

significant features that contribute more to the 

classification performance. The proposed model 

selects 16 vital features to predict attrition results. 

 

4.3Evaluation metrics 

For any proposed model to be proved efficient, it has 

to be evaluated using a series of performance metrics 

[51]. The proposed model utilizes various metrics 

such as accuracy, error rate, true positive (TP) rate, 

false positive (FP) rate, precision, sensitivity, and f-

measure for performance analysis. In common, 

accuracy is the most important metric used in 

evaluating the prediction models [52]. It is the ratio 

of the number of correctly predicted results with the 

total number of predictions made. The error rate is 

the ratio of the number of incorrectly predicted 

results to the total number of predictions carried out. 

Precision is the ratio of correctly predicted positive 

cases with the total positive predictions, whereas, 

sensitivity or recall is the ratio of correctly predicted 

positive cases with the total actual positive cases. F-

measure evaluates the model by applying geometric 

mean to the precision and recall values. 

 

4.4Exploratory data analysis 

For the attrition dataset used in the proposed study, 

an extensive exploratory data analysis has been 

made. Accordingly, the dataset contains 83.88% of 

records with attrition results as 'No' and 16.12% of 

instances with attrition values as 'Yes'. Also, a 

detailed analysis of the features has been made for 

which the features are categorized into three basic 

types 1) Demographic (D), 2) Behavioural (B) and 3) 

Attitudinal (A) [7]. Demographic features represent a 

set of socioeconomic information of an employee, 

including age, gender, education, income and more. 

Behavioural features describe the observed actions of 

an employee and attitudinal data refers to the 

opinions and preferences of a person. Also, the 

attribute values of the features are categorized as 

numeric and categorical. The details about the list of 

features, attribute value description for each feature, 

the categorization and selected features are presented 

in Table 1.  

 

A detailed analysis of the categorization of the 

features is made and the results are represented as a 

graph in Figure 6. Consequently, 51.4% of the 

features belong to the behavioural category which is 

more dominant, whereas demographic and attitudinal 

features correspond to 31.4% and 17.14% 

respectively. Similarly, with variable categorization, 

most of the features are discrete and nominal than 

ordinal and continuous. 

 

The datatype categorization is also made for the 

features that include more integer types than string 

and Boolean values. By using the proposed enhanced 

weighted forest optimization for selecting significant 

features, 16 features are selected for further 

classification using an IRF classifier. The list of 

selected features based on their significance level is 

Over_Time, Job_Level, Monthly_Income, 

Total_Working_Years, Years_At_Company, 

Years_With_Curr_Manager, Age, 

Stock_Option_Level, Martial_Status, 

Job_Satisfaction, Environment_Satisfaction, 

Job_Role, Business_Travel, Job_Involvement, 

Work_Life_Balance and Gender. Thus, the factors 

such as working overtime, the level of Job, and 

monthly income are the major cause for the employee 

to leave the organization. While analysing the feature 

categorization, about 83% of selected features are 

attitudinal, 45% of selected features are demographic 

and the remaining 33% of selected features is 

behavioural based. The analysis of feature 

categorization on selected features is represented as a 

graph in Figure 7. 

 

 

Table 1 List of features in attrition dataset and its categorization 

S. No.  List of features Attribute value description Feature type Data type 
Selected 

feature 

1 Age 18-60 Demographic Numeric   

2 Business_Travel No Travel, Travel Frequently, Travel Rarely Behavioural Categorical   

3 Daily_Rate Salary Level ranges from 102 to 1499 Behavioural Numeric  

4 Department Human Resource, Research and Development, Sales Demographic Categorical  
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S. No.  List of features Attribute value description Feature type Data type 
Selected 

feature 

5 Distance_From_Home The distance from home to work ranges from 1 to 29 Demographic Numeric  

6 Education 1=Below College, 2=College, 3=Bachelor, 4=Master, 

5=Doctor 

Demographic Categorical  

7 Education_Field 1=Human Resources, 2=Life Science, 3=Marketing, 

4=Medical, 5= Others, 6=Technical Degree 

Demographic Categorical  

8 Employee_Count 1 Behavioural Numeric  

9 Employee_Number Employee ID ranges from 1 to 2068 Demographic Numeric  

10 Environment_Satisfaction 1=Low, 2=Medium, 3=High, 4=Very High Attitudinal Categorical   

11 Gender Male, Female Demographic Categorical   

12 Hourly_Rate Hourly Salary ranges from 30 to 100 Behavioural Numeric  

13 Job_Involvement 1=Low, 2=Medium, 3=High, 4=Very High Attitudinal Categorical   

14 Job_Level The level of Job ranges from 1 to 5 Attitudinal Categorical   

15 Job_Role Sales Executive, Research Scientist, Laboratory Technician, 

Manufacturing Director, Healthcare Representative, Human 
Resources, Sales Representative, Manager, Research Director 

Demographic Categorical   

16 Job_Satisfaction 1=Low, 2=Medium, 3=High, 4=Very High Attitudinal Categorical   

17 Marital_Status Single, Married, Divorced Demographic Categorical   

18 Monthly_Income The monthly Salary ranges from 1009 to 20000 Demographic Numeric   

19 Monthly_Rate The monthly rate ranges from 2094 to 27000 Behavioural Numeric  

20 Num_Companies_Worked The number of companies, worked at ranges from 0 to 9 Behavioural Numeric  

21 Over18 Yes, No Demographic Categorical  

22 Over_Time Yes, No Behavioural Categorical   

23 Percent_Salary_Hike Percentage increase in salary ranges from 11 to 25 Behavioural Numeric  

24 Performance_Rating 1=Low, 2=Good, 3=Excellent, 4=Outstanding Behavioural Categorical  

25 Relationship_Satisfaction 1=Low, 2=Medium, 3=High, 4=Very High Attitudinal Categorical  

26 Standard_Hours Standard working hours are 80 Behavioural Numeric  

27 Stock_Option_Level Stock options range from 0 to 3 Behavioural Numeric   

28 Total_Working_Years Total years worked range from 0 to 40 Behavioural Numeric   

29 Training_Times_Last_Yea
r 

Hours spent in training range from 0 to 6 Behavioural Numeric  

30 Work_Life_Balance 1=Bad, 2=Good, 3=Better, 4=Best Attitudinal Categorical   

31 Years_At_Company Total years worked at the company range from 0 to 40 Behavioural Numeric   

32 Years_In_Current_Role Years in current role range from 0 to 18 Behavioural Numeric  

33 Years_Since_Last_Promoti

on 

Last promotion ranges from 0 to 15 Behavioural Numeric  

34 Years_With_Current_Man

ager 

Years spent with a current manager range from 0 to 17 Behavioural Numeric   

35 Attrition (Target) Yes, No Behavioural Categorical   

 

 
a) Feature categorization                                              b) Feature categorization 

Figure 6 Feature analysis of employee attrition dataset 
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Figure 7 Categorization analysis of selected feature 

 

Thus, from the analysis, it is clear that the attitudes of 

the employees and employers play a crucial role in 

employee Attrition. Apart from attitudinal features, 

demographic information of the employee also 

significantly affects the attrition decision of the 

employee than behavioural based information. 

Furthermore, a more detailed assessment has been 

made on the attribute values of the selected features 

to identify the significant reason for employee 

attrition. The detailed analysis of the variables for the 

selected features is presented as a graph in Figure 8. 

In the graph, the x-axis represents variable values of 

the selected features and the y-axis represents the 

relative frequency of the values in the dataset with 

respect to the class variable. 

 

From the analysis, various possibilities exist that 

make the employee leave an organization have been 

uncovered. The foremost reason for employee 

attrition is overtime. The employee doing overtime 

has a 90% possibility to quit the job. The level of job 

is also playing a significant role in employee attrition 

in which the low-level positions in the job hierarchy 

have the possibility of 74% resigning their jobs. The 

employee gets a monthly salary of less than 4K and 

having minimum total work experience, experience at 

the company less than 10 years as well as minimum 

working years with the current manager has the 

highest possibility of 78%, 78% 82% and 81% 

respectively to quit their job. The attrition rate will be 

more common among the workers with an age <23, 

between 23-28 and 28-34 which has the possibility of 

56%, 77% and 78% respectively.  

 

The workers with minimum stock level, workers with 

marital status single and mere satisfaction in their job 

and working environment has the highest possibility 

of 76%, 75%, 77% and 75% to switch their job 

repeatedly. Among various job roles considered in 

the dataset including healthcare representative (HIR), 

HR, manager (Man), manufacturing director (MD), 

research director (RD), research scientist (RS), 

laboratory technician (LT), sales executive (SE) and 

sales representative (SR), the employees at low job 

positions such as LT, SE, SR has the highest 

possibility of 76%, 82% and 77% to leave the 

company. The workers who encounter frequent 

business travel, less job involvement, minimum 

work-life balance and gender as male has more 

chance to leave their job with the possibility of 75%, 

78%, 80% and 83% respectively. 
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    Figure 8 Variable analysis of the selected features 

 

4.5 Performance analysis 

Performance analysis has been made for the proposed 

IRF classifier as well as an enhanced weighted forest 

optimization algorithm used for feature selection. 

Initially, the performance of the proposed IRF 

classifier is compared with various other standard 

classifiers. Some of the existing classifiers used for 

the analysis are NB, LR, SVM, and KNN, AdaBoost 

(AB), bagging (Bag), C4.5 tree (C4.5), logistic model 

tree (LMT), and RF were executed with 10-fold 

cross-validation. Various performance metrics such 

as accuracy (Acc.), error rate (ER), precision (Pre.), 

sensitivity (Sen.), and F-measure (FM) for the 

proposed and existing classification models are 

compared and the results are presented in Table 2. 

The obtained results are then used for analysing the 

performance of the proposed classifier and so, all 35 

features are used for analysis. 
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The obtained results with the metrics such as 

accuracy, precision, sensitivity and f-measure for the 

existing and proposed models in the analysis are 

presented as a graph for understanding in Figure 9. 

 

Table 2 Performance comparison of proposed IRF classifier 

Classifier Acc. (%) ER (%) Pre. (%) Sen. (%) FM (%) 

NB 81.50 18.50 82.90 81.50 82.10 

LR 85.44 14.56 84.70 85.40 85.00 

SVM 85.71 14.29 84.80 85.70 85.10 

KNN 78.38 21.63 77.80 78.40 78.10 

AB 85.85 14.14 85.00 85.90 81.70 

Bag 83.74 16.26 83.70 83.70 77.50 

C4.5 84.01 15.99 80.60 84.00 81.00 

LMT 86.94 13.06 85.40 86.90 84.70 

RF 84.49 15.51 85.50 84.50 78.10 

IRF 88.85 11.15 88.80 88.90 84.40 

 

 
Figure 9 Performance comparison of different classifiers 

 

Upon analysing the obtained results, it is clear that 

the proposed IRF model has better accuracy of about 

88.85% and a minimum error rate of 11.15% than 

other existing models under comparison. Similarly, 

the TP rate, precision and sensitivity of the proposed 

classifier are also showing improved results of 

88.9%, 88.8% and 88.9% respectively. However, for 

the FP rate, the NB classifier has a minimum value of 

42.40% than the proposed classifier which has a 

value of 72.60%. Also, the f-measure for the 

proposed model has 84.40%, which is a little lower 

than the SVM classifier. Thus, it can be concluded 

that the proposed IRF classifier offers improved 

performance of about 71.48% than other models 

under comparison. 

 

The complete proposed model FSWFOA has been 

evaluated using various performance metrics such as 

accuracy (Acc.), error rate (ER), precision (Pre.) and 

sensitivity (Sen.) and the obtained results are 

compared with various feature selection models 

including wrapper approach using RF, KNN and 

other rank based filtering approaches such as 

correlation based feature subset selection (CFS), IG, 

principle component analysis (PCA), relief (Rel.) 

algorithm, symmetrical uncertainty (SU), gain ratio 

(GR) and FSFOA. Each of the feature selection 

techniques is evaluated using various classifiers such 

as SVM, LR and RF. For identifying interesting 

features using RF, an ensemble model is also used for 

the analysis [9]. The proposed enhanced weighted 

forest optimization algorithm is also implemented 

with the proposed IRF classifiers and other 

classifiers. The attained outcomes are displayed in 

Table 3. The table presents the feature selection 

technique used along with the number of features 

selected by the technique and the corresponding 

classifiers used in the analysis. 
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Table 3 Performance comparison of proposed model 

Feature selection model #Feature Classifier Acc. ER Pre. Sen. 

RF 10 

SVM 77.65 22.35 84.95 86.16 

LR 81.77 18.23 93.39 83.21 

RF 82.64 17.36 88.93 88.14 

Ensemble  83.87 16.13 93.17 87.17 

KNN  14 

SVM 83.88 16.12 83.9 83.9 

LR 85.58 14.42 83.4 85.6 

RF 85.65 14.35 83.4 85.6 

CFS 9 

SVM 86.12 13.88 84.7 86.1 

LR 86.67 13.33 85.0 86.7 

RF 84.08 15.92 80.7 84.1 

IG 12 

SVM 83.87 16.13 83.9 83.9 

LR 85.57 14.43 83.3 85.6 

RF 85.37 14.63 83.0 85.4 

PCA 15 

SVM 83.88 16.12 83.9 83.9 

LR 84.69 15.31 84.0 84.7 

RF 84.56 15.44 81.3 84.6 

Rel. 13 

SVM 83.94 16.06 86.5 83.9 

LR 86.46 13.54 84.7 86.5 

RF 85.17 14.83 82.7 85.2 

SU 14 

SVM 83.88 16.12 83.9 83.9 

LR 86.26 13.74 84.4 86.3 

RF 86.25 13.75 84.4 86.3 

GR 11 

SVM 83.88 16.12 83.9 83.9 

LR 86.26 13.74 84.4 86.3 

RF 85.64 14.36 83.4 85.6 

FSFOA 17 

SVM 87.88 12.12 87.9 87.9 

LR 89.23 10.77 86.8 89.2 

RF 88.83 11.17 86.5 88.8 

FSWFOA 

(Proposed) 
15 

SVM 87.8 12.2 87.9 88.7 

LR 89.92 10.08 87.9 89.9 

RF 89.44 10.56 87.0 89.4 

IRF (Proposed) 91.23 8.77 89.52 91.17 

 

Specifically, with FOA for feature selection, the 

model provides good results with the LR model of 

about 89.23% of accuracy. However, the proposed 

enhanced weighted forest optimization algorithm 

offers a higher performance rate with LR and IRF 

classifiers of about 89.92% and 91.23% respectively. 

The results obtained from the optimization models 

such as FSFOA and FSWFOA with various 

classifiers such as SVM, LR, RF and IRF are 

presented as a graph in Figure 10.  

Also, to analyse the performance of the model 

concerning the resources used, the time consumption 

and RAM utilized by the proposed model are 

evaluated and the results are compared with other 

models [27] such as traditional C5.0, and C5.0 with 

association rule, PSO optimized, GWO optimized. 

The performance comparison on resource utilization 

is shown in Figure 11. 
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Figure 10 Performance comparison of optimization models 

 

 
a) Time consumed                                                       b) RAM consumed 

Figure 11 Performance comparison of resources utilized 

 

The proposed model consumes 0.098 ms of time to 

complete the process and 31.2MB of RAM, which is 

lower than most of the other models except GWO 

optimized which takes 0.046 ms time and 30.9MB 

RAM of memory.  

 

It is clear that the proposed model results in higher 

accuracy, precision and sensitivity, which are highly 

necessary for any classifier model in predicting 

accurate values with minimum resource utilization of 

memory and time. 

 

5.Discussion 
From the analysis of the dataset, it is clear that the 

behaviour related and demographic features are 

utilized more than attitudinal features in predicting 

employee attrition. However, upon applying the 

feature selection algorithm, it is found that the factors 

such as working overtime, the level of Job, and 

monthly income are the primary reason for the 

employee to leave the company. Moreover, while 

evaluating the feature categorization, it is surprised to 

see that attitudinal features contribute more than 

demographic and behavioural based features. Thus, it 

is identified that the attitude of the employee plays a 

more primary role in employee attrition than the 

socioeconomic characteristics and behaviours of an 

employee.  

 

On analyzing the IRF classifiers with the 

conventional classifiers, it is clear that the proposed 

IRF model has better accuracy with a minimum error 

rate. Similarly, the TP rate, precision and sensitivity 

of the proposed classifier are also showing improved 

results. Though the proposed model offers lower 

performance with respect to FP rate and F-measure, it 

is still offering better values for the other 5 metrics 

out of 7 metrics used in the analysis. Thus, it can be 

concluded that the proposed IRF classifier offers 

improved performance than other models under 

comparison. 

 

The analysis of various feature selection techniques 

shows that the correlation-based feature subset 

selection offers better results for SVM and LR 

classifiers. Gain ratio and Relief based feature 

selection offers good results with LR whereas 

symmetrical uncertainty-based feature selection 
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provides better results with RF and LR classifiers. In 

comparison with the machine learning techniques for 

feature selection, optimization algorithms offer better 

results. The proposed optimization based feature 

selection FSWFOA with various classifiers such as 

SVM, LR, RF and IRF has been analysed in which 

the proposed IRF classifier offers higher performance 

than other models used in the analysis. It is also 

proved that the proposed model also offers better 

results concerning the utilization of resources such as 

RAM and time consumption. 

 

With detailed analysis, some of the research 

implications have been drawn in which the foremost 

reason for employee attrition is overtime. Thus, there 

exists a high correlation between the overtime and 

the attrition rate. The low carter employees having 

low-level positions in the job hierarchy, such as 

Laboratory Technicians, Sales Executive and Sales 

Representative with salary less than 4K has a high 

probability of leaving the company. Thus, there exists 

a high-level dependency between the low positions 

jobs with minimum salary and the attrition rate. 

Similarly, the employees with minimum total work 

experience, experience at the company less than 10 

years as well as minimum working years with the 

current manager have the highest possibility to quit 

their job. Moreover, the attrition rate is high for the 

employees with an age less than 34 with marital 

status single and minimum satisfaction in their job 

and working environment has the highest possibility 

to switch their job repeatedly. The male employees 

encountering frequent business travel, less job 

involvement, and minimum work-life balance is more 

likely to leave their job. 

 

Based on the knowledge obtained from the empirical 

analysis, strategic planning can be made to retain the 

talent. Talent management is a significant field for 

the improvement of the organization. Some of the 

points that are suggested to be included in the 

strategic plan are: 

• Employing the precise talent for the exact position.  

• Encouraging to work only in working hours and 

adequate rest hours. 

• Providing opportunity and necessary resources to 

grow along with the organization. 

• Recognizing the talents and offering flexibility, 

promotions, awards and incentives regularly. 

• Providing a better employee stock option plan to 

make the employee an equity holder. 

• Encouraging healthy work-life balance. 

• Offering a competitive base salary and other 

benefits. 

• Maintaining a healthy relationship with the 

employees. 

• Offering business travel only based on their 

willingness.  

• Creating a safe environment and gaining trust. 

 

5.1Limitation of the study 

Like any research, the proposed research study has 

some limitations. First, the features used for the 

analysis are confined to the dataset used in the study 

created by IBM. However, apart from these features, 

several other features such as workload, chances for a 

job transfer, and transport may also influence the 

employee to leave the current organization. The study 

suggests for identification of all possible core factors 

to be considered in predicting employee attrition. 

Second, the study focuses mainly on proposing the 

automated system in attrition prediction and does not 

consider the managerial aspects. A detailed study of 

management-based approaches is necessary to 

manage and retain the talents by constituting 

appropriate strategic plans and policies for 

employees, management and organization in the real-

time environment. A complete list of abbreviations is 

shown in Appendix I. 

 

6.Conclusion and future work 
This paper presents the two phase prediction model 

to forecast employee attrition in which the first phase 

delivers an enhanced weighted forest optimization 

algorithm for selecting the substantial features to 

improve the classification accuracy and the second 

phase with a modified RF classifier for managing 

talents. The model has been evaluated using IBM 

human resource employee attrition dataset with 35 

features in which the proposed model identifies 16 

significant features. By performing detailed 

exploratory analysis, it is identified that the 

attitudinal based features contribute more in 

employee attrition than demographic and behavioural 

based features. Also, the identified significant 

features are evaluated in which a few reasons for 

attrition have been identified for which some of the 

strategic planning are also suggested. The 

performance analysis has been made and the results 

are evaluated in which the IRF model offers 88.85% 

of accuracy and 88.90% of TP rate. The FSWFOA 

with IRF model provides improved results with an 

accuracy of 91.23% and a minimum error rate of 

8.77% than several other models used for the 

comparison. The future work focuses on improving 

the accuracy of the model to 100% and ascertaining 

better strategic plans to retain the talents in the real-

time environment. 
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Appendix I 
S. No. Abbreviation Description 

1 AB AdaBoost 

2 ACO Ant Colony Optimization 

3 AMO Animal Migration Optimization  

4 CFS Correlation Based Feature Subset 

Selection 

5 DT Decision Tree  

6 ER Error Rate 

7 FM F-Measure 

8 FOA Forest Optimization Algorithm 

9 FP False Positive  

10 FSFOA Feature Selection Using the Forest 

Optimization Algorithm  

11 FSWFOA Feature Selection Using Enhanced 

Weighted Forest Optimization 

Algorithm 

12 GA Genetic Algorithm  

13 GBT Gradient Boosting Trees  

14 GR Gain Ratio  

15 GSC Global Seeding Changes  

16 GSO Global Seeding Operation  

17 GWO Grey Wolf Optimised  

18 HIR Healthcare Representative 

19 HR Human Resources 

20 IBM International Business Machines 

21 IG Information Gain  

22 IRF Improved Random Forest  

23 KNN K Nearest Neighbour  

24 LDA Linear Discriminant Analysis 

25 LMT Logistic Model Trees  

26 LR Logistic Regression 

27 LSC Local Seeding Changes  

28 LSO Local Seeding Operation  

29 LSVM Linear Support Vector Machine 

30 LT Laboratory Technician 

31 MD Manufacturing Director 

32 NB Naive Bayes 

33 NMI Normalized Mutual Information  

34 NN Neural Networks  

35 PCA Principle Component Analysis 

36 PSO Particle Swarm Optimization  

37 RD Research Director 

38 RF Random Forest  

39 RS Research Scientist 

40 SE Sales Executive 

41 SR Sales Representative 

42 SU Symmetrical Uncertainty  

43 SVM Support Vector Machine  

44 TP True Positive  

45 WCO World Cup Optimization  

46 XGBoost Extreme Gradient Boosting  

 

 

 


