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1.Introduction 
In the recent digital era, people and machines 

accessed medical-based applications through 

varieties of computers, mobile phones, internet of 

things (IoT) devices, and more. Hence, different 

kinds of enormous data have to be stored, processed, 

and analyzed according to various medical-based 

queries. For example, computational intelligence 

techniques have been used in big data processing [1] 

such as analysis of medical images, E-health record 

management, patient genomics different device logs 

and sensor data analysis, and cognitive information 

processing. Whichever, a healthcare system concerns 

to reduce the rate of the infected population by any 

disease as well as reducing the mortality rate.  

 

 

 
*Author for correspondence 

The recent years back, the world health organization 

(WHO) stated the new family of coronavirus disease-

2019 (COVID-19) outbreak as a pandemic category 

on 11th March 2020. Around the world, cumulatively 

376,478,335 people were affected by COVID-19 and 

5,666,064 people passed away as of 1st, Feb 2022, 

collected from world health organization (WHO) 

official website https://covid19.who.int/. It hence 

brought notice to all the countries to take speedy 

actions. At this stage, the reverse transcription-

polymerase chain reaction (RT-PCR) test helps to 

detect the COVID-19 positive cases, and those can be 

isolated from normal people. But it is time-

consuming, and high cost of testing kits and 

supporting materials, which makes diseases will 

spread to others at a faster rate [2]. Therefore, the 

healthcare system needs to find an alternate way of 

computational intelligence techniques to detect 

infectious diseases, thus, deep learning cares for them 

the way of medical image processing.   Henceforth, 
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the objective of this review is to show the 

computational intelligence techniques for analysis, 

disease identification, monitoring, prediction, and 

risk assessment of medical data used in healthcare 

and discussed in further sections.   

 

Machine learning achieved many developments in 

various fields from the concerns of researchers and 

industries. Machine learning is transformed into deep 

learning by integrating the features of an artificial 

neural network (ANN). These sets of algorithms and 

approaches are applied to determine or learn the 

problematical solutions from the enormous data. 

Only it proves that deep learning-based applications 

can able to resolve problems from the history of 

results or experiences [3]. Deep learning is 

specifically challenging in processing big data, and it 

has attained a lot of achievements in several areas, 

including Bioinformatics. Since the flexible deep 

learning software environments provide a blast of 

computing power and strength of neural networks, 

which produces better results than earlier. Moreover, 

deep learning models make a footprint in various 

fields like computer vision, language modeling, 

prediction, and robotics. The successor of machine 

learning leads to a top ranking in the healthcare 

system by the overtaking of ANN techniques [4]. 

 

1.1Objectives and research questions 

Recently, deep learning has perceived the dramatic 

developments and attention to the medical and 

software industries, academicians, and researchers. 

Additionally, during this COVID-19 pandemic 

period, to defend the people from infectious disease, 

there is a drive to do research and developments. 

Moreover, everyone has a social responsibility to get 

well from this pandemic. Because many countries 

want to treasure the substitute to RT-PCR test to 

diagnose the COVID-cases due to insufficient test 

equipment.  During this, deep learning assists a lot by 

resolving complicated problems, deep through the 

existing huge data sets, and makes the developments 

to help the healthcare professionals.  

 

Though, as an academician, some of the following 

research questions are raised and further sections are 

organized to discuss on the same. The section 1.2 

presents the fundamentals of deep learning algorithm. 

The section 2 investigates the research studies 

published in medical image processing using deep 

learning approaches and how to sort out the 

significant articles from reputed publishers. The 

section 3 summarises the existing methodologies 

used in medical image processing by literature 

studies. The section 3.1 identifies how the magnetic 

resonance imaging (MRI) scan images are handled 

and the section 3.2 lists what are the methods for 

handling computed tomography (CT)-scans by deep 

learning approaches. Table 1 tabulates to identify 

what are the standing datasets and working drives. 

The section 3.3 analyzes how the lung nodule is 

detected and how it’s linked with COVID-19. The 

section 3.4 investigates how to diagnose COVID-19 

by chest CT scan / electromagnetic radiation (X-Ray) 

images. Table 2 and Table 3 list to identify what is 

the purpose, methods, and outcomes of the previous 

research. The section 3.5 discoursed to decide what 

dataset is suitable doing research associated with 

COVID-19 and compared the popular datasets in 

Table 4. The last section 4 discussed the gaps 

highlighted to do future research. 

 

1.2Deep learning fundamentals 

Deep learning and bio-inspired computing can learn a 

lot from each other and produce promising results. 

Such applications are assisting doctors in healthcare, 

smoothening the overall business process, the 

automated grading system in education, smart 

features added in autonomous vehicles, predicting 

pricing patterns in travel and other industries, 

personalization in social media, and more. 

 

Figure 1 explains the origin of deep learning. 

Artificial intelligence (AI) also called machine 

intelligence, which makes intelligent agents or 

software to perform the intellectual abilities of 

humans or any living entity such as thinking, 

learning, and problem-solving. The challenges of AI 

are automated reasoning, knowledge representation, 

automated planning, scheduling, machine learning, 

processing human language, and machine perception.  

Machine learning is the application or a subclass of 

AI. A machine can learn from the training data to 

perform specific operations short of explicit 

programming, but depends on patterns and 

implications. Mostly, this hybrid scientific algorithm 

and statistical model is motivated by prediction-based 

applications in different fields such as agriculture, 

banking, Bioinformatics, financial sector, healthcare, 

telecommunication system, speech recognition, and 

more. Machine learning has a set of algorithms and 

models. The learning algorithms have been classified 

into supervised, unsupervised, reinforcement, self, 

future, sparse dictionary, anomaly detection, and 

association rules. Such type of learning algorithm 

used in various fields depends on the kind of data and 

operations to resolve. Moreover, machine learning 

built a model and examined it in multiple 
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applications. Such models are the ANN, decision 

trees, support vector machine (SVM), regression 

analysis, Bayesian networks, and genetic algorithms. 

 

 
Figure 1 Origin of deep learning 

 

Deep learning is an innovative area that leads 

machine learning towards achieving the goals of AI 

using an ANN model. Deep learning was introduced 

in 1959, but it booms everywhere in the year 2010. 

The neural network is inspired by the human brain 

for processing information and solving complex 

tasks. Deep learning practices several neural network 

layers to achieve the best outcomes in various 

concepts, such as voice recognition, computer vision, 

natural language processing, predictive analytics, and 

image processing. The intelligent system exhibits 

comparable results or, occasionally, higher than 

human experts. 

 

Figure 2 shows the importance of deep learning 

algorithms compared with old learning algorithms 

based on the metrics' performance and accuracy. 

However, deep learning overcomes the problems and 

proves higher efficiency when the vast data to 

process, practice the bigger models, more 

computation, and concerns to small, medium, and 

large companies. Hence, the strength of deep learning 

is scalability. 

 

The goal of deep learning with brain replications is to 

promote machine learning through AI, stated as 

outperforming, and improving the learning 

algorithms are much better in several fields. These 

learning algorithms might supervise, unsupervised, or 

semi-supervised. It could construct based on one 

among the deep neural networks (DNN), deep belief 

networks (DBN), recurrent neural networks (RNN), 

and convolutional neural networks (CNN). 

 
Figure 2 Importance of deep learning algorithms 

 

Figure 3 shows the working principle of deep 

learning algorithms in general. A horse is an input 

image given in a deep learning framework. The 

features are picked out and classified as to whether it 

is kind of horse family-related, and further, it will be 

processed and produced the final output as a horse or 

no horse. Such input is image, text, numerical, 

binary, set, and time-series features. The input data is 

processed at multiple interconnected layers in all 

directions by deep learning algorithms such as ANN, 

CNN, DBN, RNN, and extreme learning machine 

(ELM).  It has been used in such applications as 

computer vision, robotics, natural language 

processing (NLP), and business process.
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Figure 3 Working principle of deep learning algorithms 

 

An underlying neural network defined as a 

computational prototype founded on the perceptions 

of the animal brain is to solve complex operations by 

the processing of simple connected components. In 

ANN, the artificial neurons are connected and 

communicated through the signal. The connection 

between the neurons is called a synapse, each neuron, 

and synapse have weight; it will differ depending on 

the input signals. Also, each neuron has a state 

represented in the range of 0 and 1. Neurons are 

organized layer-wise; each layer transmits the input 

and output signals between them in a neural network. 

Usually, it consists of a thousand to million units of 

neurons and millions of connections, even though 

this scale is less compared with the human brain. 

Still, the performance is higher than the human mind, 

especially in image recognition [5]. For better 

performance, it will do back-propagation in the 

opposite direction between the layers and process the 

data to solve a problem.  

 

The DNN has many interconnected layers in which 

inputs are processed and calculated the probability of 

output in each layer and transferred to the next layer, 

repeating the process until to produce the final 

solution is based on a threshold value. For example, a 

car image is an input which processed in many layers 

and identified as a type of car at a certain point. DNN 

is usually a feed-forward network, which means the 

data is processed in a forward direction towards the 

final output layer.  

 

The RNN is a kind of ANN that creates a directed 

graph by neurons and connections. It processes the 

data in both ways; mainly, it has been used in 

language modeling [6]. For this application, a long 

short-range of memory is utilized effectively. 

Typically, RNN uses internal memory to process the 

continuous data. Hence it is effectively used in 

speech recognition [7] and handwritten recognition 

[8]. Moreover, it has a footprint in several areas, such 

as time series forecasting [9], robot control, and 

prediction techniques in the medical system.  

 

The CNN is a kind of DNN that comprises a lot of 

input, output, and hidden layers with varied weights 

in each layer. It analyses the image by using the dot 

product of data. Notably, it offers better performance 

in picture and video analysis in the medical field. 

Every neuron is in each layer connected with all other 

neurons in the subsequent layer. It is inspired by the 

biological process like the visual cortex in the animal 

brain, which is linked by the eye to visualize the 

image. Hence, CNN is defined as a neural network 

that works with the linear mathematical dot operation 

to recognize the image. Specifically, it is worthy of 

computer vision, image classification, and such 

related applications [10]. The DBN is a unique 

category of DNN that consists of a group of layers, 

including hidden layers. Each layer is interconnected 

between them like a direct acyclic graph model 

excluding hidden elements. This DBN is composed 

of simple unsupervised networks, where a sub-layer 

is processed over a period greedily and further 

extracted and classified depending on it leads to final 

results. Hence, it has performed well among the other 

deep learning approaches. It is used in such a realistic 

scenario as monitoring the electrical activity of the 

brain called electroencephalography [11] and drug 

discovery [12]. 

 

An extreme learning machine is a feed-forward 

network that contains one or many hidden layers in 

which units are needed not regulated. It gives better 

results and is faster than backpropagation networks 

and SVM [13]. This linear model is used for 

classification, clustering, regression, compression, 

approximation, and predictive learning. The artificial 
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immune system (AIS) is motivated by the biological 

immune system which protects against disease. 

Likewise, AIS has the learning abilities and better 

utilization of memory to apply in problem-solving. 

Naturally, it is composed of intelligent computation 

and rule-based machine learning algorithms.  

 

Summary of ANN in Healthcare 

The ANN is composed of multiple computational 

parts called neurons, which are organized with 

multiple layers. The simple nonlinear function or 

activation function is applied in each input layer and 

produced the output layer and then the same is 

repeated to reach the specific final output. It is called 

a multilayer perception/feed-forward network. 

Hence, the medical data fed into the network is 

trained at each layer and produced the specific label 

depending on the application. At each layer, trained 

outputs were recorded and predicted results verified 

by anyone of the objective function among mean 

absolute error (MAE), mean squared error (MSE), 

and cross-entropy loss (CEL).   In backward 

propagation, the inconsistency is propagated back to 

the network to improve the performance and make 

the changes in weights and try to produce an accurate 

label [14]. Nowadays, these deep learning models are 

developing futuristic approaches in various domains 

such as recognition of images, text, speech, and video 

in computer vision, robotic mechanisms, medical 

diagnosis, predictive analytics, and recommendation 

system. 

 

2.Research methodology  
The authorized research methodologies followed in 

this systematic review of medical image processing 

from origin to present COVID-19. It starts with 

collecting the existing concern articles with the 

following inclusion criteria and depicted using 

PRISM representation, refers to Figure 4.   

 Published articles collected from 2015 to 2022. 

Especially, peer-reviewed journal articles 

published in increasing order like 119 and 176 in 

the year 2020 and 2021 respectively were covered.  

 The journal articles were nominated from peer-

reviewed journal databases such as Scopus, 

ScienceDirect, Springer, institute of electrical and 

electronics engineers (IEEE), multidisciplinary 

digital publishing institute (MDPI), and the 

national center for biotechnology information 

(NCBI). 

 

 

 

 Only open access journals were selected from the 

Computer Science and Engineering subject areas. 

 The final stage of journal articles considered and 

excluded the conference proceedings and book 

series. 

 Limited in the selection where it’s written in the 

English language. 

 Journal articles are screened by appropriate title 

and abstract. 

 Qualified full-text articles were investigated and 

formulated for this review article. The prevalent 

deep learning methods, purposes, accuracy, and 

dataset are identified and tabulated in further 

sections 

 Figure 5 represents the distribution of publishers 

in articles selection, in which 35% of the Elsevier 

journals were selected for this review, and peer-

reviewed journals were selected from other 

publishers such as 10% of Springer, 17% of IEEE, 

7% of Wiley online library, 12% of PubMed 

publishing, 11% of MDPI and 9% journals from 

rest of the reputed publishers. 

 

 
Figure 4 Articles screening 
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Figure 5 Distribution of publishers in article 

selection 

 

3.Methods of medical image processing 

3.1Methods for handling MRI data 

CNN is one type of ANN. It maintains a relationship 

among data in a grid format with limited connections 

between layers. Hence, it is an excellent technique to 

input image data and learns image representation. It 

contains many convolution layers and activation 

functions, where so many pooling windows are 

processed to make future maps to produce the output 

layer. Particularly in medical imaging CNN works 

outperformed in image retrieval and image 

prediction. They [15] used deep learning concepts in 

MRI-based applications. They split the entire process 

into two steps. First, the image input signals are 

processed at multiple stages and registered at each. 

Second, apply deep learning algorithms in the 

segmentation of medical images, identification of 

disease, prediction of disease, analyzing text reports, 

and concentrate on such organs as the spine, brain, 

kidney, and prostate. Deep learning applied in 

medical image processing, which has four processing 

steps, is shown in Figure 6. Consider a patient fed 

into an MRI scan. The biological parts are scanned 

and signals are transformed into k-space grid 

formatted data.  This image is reconstructed into 

magnitude and phase. Then the noise is reduced at 

the image restoration stage—finally, the images are 

registered according to multi-parameters like 

structural three-dimension t1-weighted MRI (sMRI), 

diffusion-weighted MRI (dMRI), and functional-bold 

MRI (fMRI). Here, sMRI means structural three-

dimension T1-weighted MRI, dMRI means diffusion-

weighted MRI, which is an overlay on sMRI 

indicated in blue color, and fMRI means functional-

bold MRI highlighted by red color. 

 

 
Figure 6 Medical image processing by deep learning 

 

CNN and RNN are efficient methods in many image 

restoration and registration [16] to reconstruct the 

cardiac MRI from available complex-valued k-space 

undersampled data, which are cultured by spatial-

temporal dependencies. For dynamic MRI 

reconstruction, multiple CNN is employed together at 

deep to reduce operational complexity. In real-time, 

that is 200 ms per slice used for image reconstruction 

by applying a parallel CNN image analysis approach 

[17]. These k-space image data are learned from a 

person's knee MRI recordings and transferred as 

trained models over variant networks to reconstruct 

the images [18]. The image restoration happened at 

30 ms by reducing the noise rate, and learning 

features of an image by using the least square 

generative adversarial network (GAN) framework 

[19] and hands-on resources available at 

githup.com/js3611/Deep-MRI-Reconstruction. This 

research [20] developed an automated transform by 

manifold approximation (AUTOMAP) framework 

for image restoration, in which MRI results are 

gathered from the human connectome project and 

processed deep in a fully connected feed-forward 

neural network.  

  

Quantitative susceptibility mapping (QSM) is a rising 

technique in the study of MRI examinations to 

identify the affected tissue parameters. These authors 

[21] developed a QSMnet based on U-net 

architecture using a 3D convolution neural network 

for susceptibility from magnetic data. These data's 

collected from 60 scan reports from 12 well healthy 

volunteers. Moreover, DeepQSM is used to analyze 

the brain MRI reports over multiple image processing 

steps within a second [22].  These researchers [23] 

used deep learning approaches for de-noising to 

investigate the brain MRI scans of 33 patients. At 

each stage, a DNN is applied, and images are 

classified as a pathology, healthy, and vessel experts. 

Furthermore, the DNN was used to learn the knee 
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MRI images in DeepResolve [24] for which 124 

patients were tested. Hence, deep learning 

approaches are beneficial in the diagnosis of the 

biological parts and detection the diseases for 

radiologists and medical practices.  

 

For women, the menopausal stage transition is more 

concerned with health issues, which leads to hurting 

their lifestyle in different ways. Hence, [25] proposes 

a framework to predict the rigorousness of 

menopausal signs using the ANN technique, and 

provide healthcare services for women and clinical 

practice. For which nine inputs were gathered from 

hospital records such as age, body mass index (BMI), 

education, income, and chronic disease, applied ANN 

technique and predicted the Kupperman menopause 

index (KMI) score as output to analyze the 

menopause severity with accurate prediction results. 

They [26] presented a hybrid system by ANN guided 

by an evolutionary algorithm (EA) for the estimation 

of cardio-metabolic risk (CMR). If CMR was 

predicted earlier, this could prevent atherosclerosis 

and cardiovascular diseases. However, it is prevalent 

that more than 10 million cases per year in India 

alone. This estimation is beneficial to prevent more 

death. Hence, the above said authors implement the 

intelligent CMR system using Matlab codes on which 

multiple ANN as trained with EA and proved above 

90% accuracy. They highlight that the results might 

vary on regional inputs. 

 

3.2For processing CT-scan images 

Lung cancer is the most the vulnerable disease, which 

causes more new cases worldwide around 17 million 

in 2018, announced to the world cancer research 

fund. The highest number of cancer patients is in 

Hungary and the lowest in India [27]. Mostly, 

smoking habits affect the lung, which increases lung 

cancer incidence and mortality rate as of now highest 

among men smokers tailed by the women smokers 

[28]. The other risk factors for cancer are 

unprocessed biomass fuels, air pollution, exposure to 

the nuclear environment, and asbestos mines. This 

review [29] reports the lung cancer epidemiology, 

statistics and compares the cancer patients worldwide 

economically, socially, and biologically.  

 

In medical imaging, a computed tomography (CT) 

scan takes one’s place with the best diagnosis system, 

which is the combination of X-rays taken from 

different angles on organs, bones, and tissues. Deep 

learning models vital support diagnosis, detection by 

processing the CT scan images quickly rather than 

manual screening by radiologists. Mainly, it is 

applied to detect the painful nodules of the lung in 

CT scan images. Compared with manual screening, 

deep learning quickly detects the diagnosis even if it 

is of different shapes and appearances, a considerable 

part of CT scan images, the tiny nodule less than 

10mm in diameter. Hence DL offers high confidence 

to the radiologist to make the accurate diagnosis 

detection. In general, this computer-aided detection 

process consists of pre-processing of CT images, 

lung segmentation (throax extraction and lung 

extraction), nodule detection (candidate detection and 

feature extraction), and classification. These 

researchers [30] study the recently published work 

between 2009 and April 2018 on lung nodule 

detection in CT images and reports the analysis 

beginning with feature engineering to deep learning 

approaches. Finally, they suggest that deep learning 

approaches, especially CNN-based algorithms, are 

widely applied in lung nodule detection, 

segmentation, and categorization. In specific nodule 

categorization, the multi-view-multi-scale, CNN 

achieves higher accuracy of 90.3-92.3% varies in the 

dataset [31]. 

 

The pre-trained visual geometry group (VGG-s) 

model combined with CNN achieves 76.79% of 

accurateness and 0.87 of receiver operating 

characteristic (ROC) curve [32], Applied CNN at the 

decision level with 96.65% of the area under curve 

(AUC) [33], and genetic algorithm centered on CNN 

with 94.66% of sensitivity 94.78% of accuracy [34]. 

For nodule segmentation, in the data-driven-

associated machine learning model experiments the 

central focused CNN (CF-CNN) scored 82.15% in 

the dice score varies in the dataset [35].  The 3-D 

CNN applied to the fusion method produces a 94.4% 

sensitivity score in lung nodule detection [36] for 

classification. Table 1 reports the significant 

published research work over 2018-2022 for lung 

nodule detection experimented with deep learning 

approaches experimented on the lung image database 

consortium (LIDC) / image database resource 

initiative (IDRI) dataset and other popular datasets. 
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Table 1 Comparison of recently published articles on lung nodule detection centered on its performance 

Purpose Methods Results 

Nodule classification [37]  The knowledge-based collaborative 

deep model learns 3-D lung nodules, 

 Experimented on LIDC/IDRI, 

 Utilized three pre-trained ResNet-50 

networks, classified 3-D nodule to nine 

stable views 

 Accuracy = 91.60%,  

 AUC =95.70% 

Nodule detection, malignancy 

classification [38] 
 3D CNN experimented on lung nodule 

analysis  (LUNA)16 and 

Kaggle Data Science Bowl challenges 

 Dice coefficient= 0.40,   

 Precision =0.25 

 Recall= 0.93 

 AUC= 0.87, 

 Overall performance =0.94 

Nodule detection and classification 

[39] 
 Two deep three-dimensional (3D) 

customized mixed link network 

(CMixNet) architecture, 

 Nodule detections by faster regions 

with CNN (RCNN) and classification 

by gradient boosting machine 

 Evaluated on LIDC-IDRI datasets  

 Sensitivity=94%  

 Specificity =91%, 

 Accuracy=94.17% 

Nodule detection [40]  3D Deep CNN (DCNN), evaluated on 

LIDC-IDRI datasets 

 Sensitivity=87.94%  

 Competition performance metric (CPM) 

score =0.7967 

Lung nodule detection [41]  CNN's and CT image segmentation, 

evaluated on LIDC-IDRI datasets 

 Sensitivity= 92.8%  

 8 false positives (FP) per scan  

Segmentation and classification 

[42] 
 DCNN  and conditional random field 

algorithm (CRF), evaluated on LIDC-

IDRI datasets 

 accuracy =89.48% 

Nodule 3D visualization by 

detection and segmentation for [43] 
 Mask R-CNN (Mask region-

convolutional neural network) and ray-

casting volume rendering algorithm, 

 Utilized resnet50 as the backbone and 

applied feature pyramid network, region 

proposal network experimented on 

LIDC-IDRI datasets 

 Sensitivity= 88.1% at 1 FP / scan   

 Sensitivity=88.7% at 4 FP / scan, 

Nodule detection [44]  CNN's-based classifier, experimented 

on the TIANCHI AI dataset [D1], 

LUNA-16 dataset, and extra other 

hospitals 2470 chest scans 

 Sensitivity = 0.968 

 Sensitivity 75.6%  

 CPM=0.903 

Nodule classification [45]  Semi-supervised adversarial 

classification (SSAC) model  

 Accuracy = 92.53%  

 AUC= 95.81% 

Nodule segmentation [46]  Semi-supervised 3D deep neural 

network: Residual U-Net 

 Dice Coefficient =71.9% 

Nodule detection and classification 

[47] 
 Fuzzy particle swarm optimization  

algorithm with CNN (FPSOCNN) 

 Accuracy= 94.97%,  

 Sensitivity= 96.68, 

 Specificity= 95.89 

Nodule classification  [48]  3D DenseNet architecture filters and 

pooling kernels practiced CT scan 

images of lung nodule analysis 2016 

(LUNA16) dataset, a subgroup of the 

LIDC/IDRI dataset 

 Accuracy=92.4% 

 Sensitivity=87% 

 Specificity=96% 

Lung nodule classification [49]  Bilinear CNN, used VGG-16, VGG-19 

and SVM classifier,  

 Practiced on LIDC/IDRI dataset  

 Accuracy= 91.99% 

 Sensitivity= 91.85% 

 Specificity = 92.27% 

 F1-score = 93.76% 

 FP rate = 7.72% 
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Purpose Methods Results 

Nodule detection [50]  Used Alexnet Faster R-CNN and 

ResNet, 

 Practiced on LIDC/IDRI dataset 

 Accuracy=98% 

 True Positive Rate=98.9% 

Nodule segmentation [51]  CoLe-CNN: 2D Context-learning CNN, 

multiple convolution layers on U-Net, 

segmentation mask, soft asymmetric 

loss function for accuracy, efficiency, 

and stability 

 F1score = 3.3% 

 IoU = 4.7% 

Nodule classification [52]   Developed multi-model ensemble 

learning architecture associated with 3D 

CNN, to classify the malignant or 

benign nodule,  

 Practiced the VGGNet, ResNet, 

InceptionNet, and Multinetwork, 

 LIDC-IDRI dataset used 

 Accuracy=90.60% 

 Sensitivity=83.7% 

 AUC=93.90% 

Nodule classification [53]  Utilized the residual attention network 

(RAN) and squeeze-and-excitation 

network (SEN) to take out spatial and 

contextual features,   

 The gradient boosting machine 

algorithm for classification, 

 LIDC-IDRI dataset practiced. 

 Accuracy=91.9% 

 Sensitivity=91.3% 

 FP rate=8.0% 

 F1-score=91.0% 

Nodule classification [54]  Exercised the transferable texture CNN 

with nine convolutional layers and an 

energy layer,  

 LIDC-IDRI and MNIST (modified 

national institute of standards and 

technology) datasets are 

 practiced  

 Accuracy=96.69% 

 Error rate =3.30% 

 AUC=99.11% 

 Recall=97.19% 

 

3.3Popular CNN nets 

The ImageNet is the extensive accessible image 

database arranged rendering to WordNet. It collects 

the list of web images for each synset of wordnet. 

Just, it is available at https://www.image-net.org, 

which directs through URL to access web images 

provided by someone providing images. The first 

famous CNN architecture is LeNet was developed by 

LeCun et al. [55] in 1998. Table 2 lists the top 5% 

error rate of pre-trained CNN Nets. 

 

Table 2 Popular CNN nets 

Network & type Depth Layers Purpose P. (106) 

LeNet-5:Simple 

CNN 

5 2 Convolutional layers and 3 

fully connected layers 

Digits classification on image [55] 0.06 

AlexNet: 

Feedforward 

CNN 

8 5 Convolutional layers and 3 

fully connected layers 

1 million images are classified into 1000 classes by 

Alex Krizhevsky [56] 

61.0 

VGG-16: DCNN 16 13 Convolutional layers and 

3 fully connected layers 

14 million images are classified into 1000 classes 

by Karen Simonyan and Andrew  Zisserman [57] 

138 

VGG-19:Very 

DCNN 

19 16 Convolution layers and 3 

fully connected layers 

Image classification [57] 144 

SqueezeNet: 

compact CNN 

18 3*3 to 1*1  Convolutional 

kernels 

For image and video recognition 

[58] 

1.24 

GoogleLeNet : 

DCNN 

22 9 Inception modules  Developed by Google [59] 7 

MobileNet-V2: 

Inverted 

Residuals and 

Linear 

Bottlenecks 

53 3×3regular convolution in 1st 

layer, followed by 13 

times the above building 

block. No pooling layer 

Developed by Google  

For image classification, detection, and 

segmentation [60] 

3.5 
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Network & type Depth Layers Purpose P. (106) 

ResNet : 

Residual CNN 

18,34, 50, 

101, 152 

5 Version of convolution  Image recognition by  [61]. It has introduced an 

identity shortcut connection that bounces one or 

more layers. 

11.7 

-44.6 

Xception : 

eXtreme CNN 

71 Depth wise convolution 

followed by a point-wise 

convolution 

350 million images and 17,000 classes [62] 22.9 

3D DenseNet  48×48×48 

image 

volume 

a convolutional layer,  

5 Fully connected dense 

blocks, 

4 Four transition blocks,  

a pooling layer and a softmax 

layer 

888 CT scan images in LUNA16 

244,527 spiral CT images in LIDC/IDRI [48] 

200 

EPO 

 

These popular CNN Nets are used by many 

researchers and also develop the new Nets with other 

mechanisms. Though, COVID-19 is infected in both 

the upper respiratory tract and the lungs. Mostly chest 

x-ray (CXR) images are employed to diagnose lung 

diseases and are now proven to detect COVID-19 

disease. These authors [63] practiced the popular 

CNN Nets such as ResNet18, ResNet50, ResNet101, 

VGG16, and VGG19 for feature extraction, and SVM 

classifier for feature classification. This model was 

inspected in the dataset comprised of 380 CXR 

images of COVID19 patients and healthy persons. 

They conclude that 94.7% of the highest accuracy is 

attained when combining the ResNet50 and SVM 

classifier with the linear kernel function. Similarly, 

they [64] practiced the ResNet34 at the semi-

supervised segmentation learning process on axial 

CT scan images to sense COVID-19 and named as 

FSS-2019-nCov’s segmentation model. This model 

uses a public data set and tried to improve the 

generalization efficiency, even if it could not achieve 

accurate segmentation. But this drawback will be 

overcome by practicing a large volume of 3D, CT 

images of COVID-19. In many research experiments 

LIDC-IDRI dataset, [49] the one of the research 

proved SVM classifier achieved better results than 

the k-nearest neighbor (KNN), soft-max, and other 

classifiers. 

 

3.4 For processing chest images of COVID19 

It is essential to maintain a healthcare system 

concerning reduces the rate of the population who are 

affecting any disease as well as reduces the mortality 

rate. As of now, all the countries and territories 

around the world face severe diseases caused by a 

novel coronavirus. This pandemic disease has such 

stages in order as investigation, recognition, 

initiation, and acceleration. The peak of sickness 

starts at the end of the acceleration stage. However, 

these stages drive contrast, among countries and also 

varied among different states in the same country 

depending on the characteristics of the coronavirus 

and the public health reaction. Moreover, it is going 

to spread fast from one person to more persons, and 

humans do not infect it before. So, this state of affairs 

poses a severe public health risk and challenge for 

entire systems, especially health care systems.  

 

People who are affected by lung disease may be 

threatened with dreadful illnesses from COVID-19. 

Hence, cancer patients and their families will be 

distressed by the coronavirus outbreak. Moreover, for 

a person who has less immunity is challenging to 

fight coronavirus infection. As well as, the 

coronavirus rapidly spreads among people around the 

world. In this situation, a regular diagnostic tool as a 

clinical test is very time-consuming and expensive; 

even if it requires high equipped labs for analysis. 

However, at this initial stage, none of the medicines 

and treatment is proposed.  As per suggestion from 

WHO, RT-PCR test on molecule confirms the 

positive COVID-19 case [65]. While this is rapidly 

spreading among the people, some countries which 

have a lower number of test kits used the CT scan to 

detect the coronavirus. Hence, medical image 

processing through CT scan is utilized to detect the 

COVID-19 patient alongside RT-PCR [66]. In 

addition to that, the radiologist faces a struggle to 

distinguish between the identification of COVID-19 

infections and other CT findings (influenza, severe 

acute respiratory syndrome (SARS), middle east 

respiratory syndrome (MERS)) during this express 

coronavirus spread swifts their workload [67]. Figure 

7 shows the samples of nodule segmentation with 3 

labels in COVID-19 CT axial slice by a radiologist. 

Here blue denotes the ground-glass opacities with a 

mask value of 1, consolidation with a mask value of 2 

in yellow and pleural effusion with a mask value of 3 

in green.  These labels promote boosting the 

prognosis estimation for COVID-19 patient screening 

instead of the RT-PCR test [68]. 
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Computer-aided diagnosis (CAD) supports the 

radiologist to detect the abnormalities in the lungs 

even could not be perceived by visual infection [69]. 

As of our earlier discussion on this study, deep 

learning plays a vital role in medical image 

processing, especially in lung disease diagnosis. 

These researchers [70] proved by experimental 

results of 0.899 AUC that CNN works better than a 

beep belief network to detect the malignant lung 

nodule. This research [71] practiced CNN on CT 

images to differentiate the COVID19 and non-

COVID19 infections. Also, they analyzed 10 CNN 

architectures and concluded that ResNet-101 and 

Xception performed well with an AUC of 0.994, 

among other CNN nets. The radiological image-

based diagnostic system produces better results than 

RT- PCR testing. Table 3 describes the research 

published on COVID-19 cases. 

 

 
Figure 7 Example of one COVID19 CT slice 

 

Table 3 The comparative outcomes of futuristic methods exercised in COVID-19 cases 

Purposes Methods Outcomes 

Find the misdiagnosis rate of 

Radiologists and calculate the attainment 

of chest CT images practiced in the 

diagnosis and management of COVID-19 

[72]. 

 The authors look over the clinical 

contents and CT images. 

 Differentiate COVID-19 with other 

viruses. 

 Shallow false rate (3.9%) 

diagnosis rate based on chest CT 

on COVID-19  (2/51 patients) 

 

Categorized the images for macular 

degeneration and diabetic retinopathy and 

differentiated bacterial and viral 

pneumonia on CXRs [73].  

 Used transfer learning techniques of 

deep learning   

 Sensitivity and specificity were 

attained at a 0.05 error rate and 

95% of confidence 

 Rapid and accurate explication of 

the X-ray images  

The deep learning methods extract the 

radiological graphical features to diagnose 

COVID-19 [74]. 

 The inception migration neuro network 

model 

 The internal validation- 

accuracy: 82.9%, specificity: 

80.5%, sensitivity: 84%.  

 The external testing dataset – 

accuracy: 73.1%, specificity: 

67%, sensitivity: 74% 

A fully automatic analytical method for 

frontline clinical doctors distinguishes 

COVID-19 pneumonia among Influenza-A 

 It states that pulmonary CT images are 

classified employs a location-attention 

classification model and infection type  

 Overall accuracy 86.7% 
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Purposes Methods Outcomes 

viral pneumonia and healthy cases[75].  Total confidence scores were 

determined using Noisy-or Bayesian 

function. 

Detection of doubted COVID-19 thoracic 

CT features and classified into COVID-19 

and Non-COVID-19 and reviewed at 

3D[76]. 

 Used robust 2D and 3D deep learning 

models 

 AUC=0.996, 

 Sensitivity=98.2%,  

 Specificity=92.2%  

Finding COVID-19 cases from CXR 

images, and making it a public dataset 

[77]. 

 DCNN  Comprising 13,975 CXR images 

across 13,870 patient cases  

 Accuracy of 92.4% 

Identification of positive COVID-19 case 

and. framework based on capsule 

networks, being capable of handling small 

datasets of X-ray images [78]. 

 CNN  Accuracy= 95.7%,  

 Sensitivity= 90%, 

 Specificity=95.8%,  

 AUC of 0.97 

A lightweight DNN-based mobile app used 

for screening COVID19 cases from noisy 

snapshots of CXR images[79]. 

 Knowledge transfer and distillation 

(KTD) framework  

 Used by three roles as a pre-

trained attending physician 

network, a fine-tuned resident 

fellow network, and a trained 

lightweight medical student. 

Build open-access datasets and 

distinguished the COVID19 cases and 

pneumonia cases using CNN [80]. 

 Progressive resizing, cyclical learning 

level calculation, and discriminative 

learning rates to train quick and precise 

residual neural networks. 

 A 3-step technique is to adjust a pre-

trained ResNet-50 model to enhance 

model performance 

 Accuracy=96.23%  

Developed a diagnostic system for 

COVID19 by medical image processing 

[81]. 

 Bayesian optimization of deep learning 

techniques 

 The overall accuracy of 98.6%  

 

Infected COVID-19 cases were identified 

from CXR images [82]. 
 VGG-16 net encoder used to capture 

unbiased features, Siamese network for 

concluding sort out of COVID-19 cases.  

 This meta COVID model achieves the 

best accuracy in 3-way and 10-shot 

learning settings. 

 95.6% of model accuracy,  

 90% of  specificity,  

 96.80% of sensitivity, 

 AUC of 0.97 

Build COVID-19 multi-task network 

(COMiT-Net), an automated end-to-end 

network that screens COVID-19[83]. 

 Predict the features of COVID-19 from 

the patient’s CXR and mark the lung 

regions by segmentation to identify the 

COVID-19 symptoms. 2513 frontal 

CXR images were examined to build the 

dataset COMiT-Net and published for 

researchers.  

 90% of specificity and 

 96.80% of sensitivity 

CovNet-19: 3- Way classification model to 

identify normal, pneumonia, and COVID-

19 and 2-Way classification model to 

COVID or Non-COVID [84]. 

 

 Ensemble DCNN applied in 6214 CXR 

images from 5 different datasets brought 

together by open-source software. 

 98.28% accuracy in 3-way 

classification, 98.33% of average 

precision 98.33% in Recall, 

99.71% accuracy in 2-way 

classification model. 

CCSHNet: Model built by analyzing the 

1164 patient chest CT images and 

classified into COVID-19,   healthy 

person, pneumonia, and secondary 

pulmonary tuberculosis[85]. 

 The pre-trained model employs to learn 

features, and (L, 2) transfer feature 

learning algorithm practiced to extract 

features, deducted layers with hyper-

parameter and combine these to 

conclude the best model assisted with 

discriminant correlation analysis.  

 Attained above 95% of 

sensitivities, precision, and F1 

scores in each categorization  

 Micro-averaged F1 score 

measures the model accuracy as 

97.04%. 
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Purposes Methods Outcomes 

FSS-2019-nCov: semi-supervised few-shot 

segmentation approach for COVID-19 

detection from few CT-scan images [64].  

 ResNet34 at the semi-supervised 

segmentation learning process on axial 

CT scan images to spot COVID-19. 

 It comprises a feature encoder module 

practiced by ResNet34, a context 

enrichment module projected by 

smoothed atrous convolution block and 

multi-scale pyramid pooling block, and 

a feature decoder module.  

 Tried recombination and recalibration 

be combined with transferring learned 

information. 

 Dataset1 contains 110 axial CT 

slices belonging to 60 patients 

and dataset2 contains the group 

of 1600 unannotated axial CT 

images used. 

 Tried to improve the highest 

generalization efficiency on 

limited images. 

DeepCoroNet: Tracing COVID-19 cases 

using the long short term memory (LSTM) 

model from 1061 CXR above 45 years old 

[86]. 

 During the initial process, practiced the 

Sobel gradient and marker-controlled 

watershed segmentation operations to 

improve the performance. 

 LSTM employed instead of the transfer 

learning and deep feature extraction 

methods 

 Declared complete accuracy, 

sensitivity, specificity and F1 

score achieved.  

A 2-step cascaded 3D UNet to slice the 

contaminated area from the lungs[87]. 

 

 The first 3D UNet discharged the lung 

parenchyma from the CT volumes 

followed by pre-processing and 

augmentation. 

 The second 3D UNet discharged the 

infected 3D volumes. 

 In first stage, sensitivity= 

93.47%, specificity= 98.64%, 

accuracy=98.07%, dice 

score=92.46%.  

 In second stage, 

sensitivity=83.33%, specificity= 

99.84%, accuracy=99.20%, dice 

score of 82% 

REMBRANDT Brain cancer, NIH chest 

X-ray, COVID-19 CT scan [88]. 
 A new adaptive momentum optimizer 

with stochastic gradient descent (SGD) 

and additional adaptive optimizers 

Adam and RMSprop to train CNN 

 Boost SGD performance by 

falling classification error from 

6.12 to 5.44%, 

 Convergence speed is 20% 

higher than the conventional 

SGD 

A deep adversarial model employs CT 

images for segmentation-assisted COVID-

19 diagnosis [89]. 

 Precisely predict the COVID-19 

infective probability and  

 Bring lesion regions in CT images with 

limited training data,  

 Collected from [68] 

 Accuracy= 99.2%, 

 Precision= 98%, 

 Recall= 96.0%, 

 F1 score= 97.96% 

Multi-channel feature deep neural network 

algorithm to recognize COVID19 chest X-

ray images (MFDNN)[90]. 

 MFDNN algorithm to screen the 

COVID19 patients.  

 The oversampling method was used in 

the model to equalize all types of input 

at pre-processing.  

 The MFDNN model is used for feature 

extraction. 

 Attained an average test accuracy 

of 93.19% in all data compared 

with VGG19, GoogLeNet, 

ResNet50, and Densenet201. 

 Produces 1.91% higher accuracy 

than the CoroDet model 

USTM-Net: Weakly-Supervised 

Segmentation of COVID19 Infection with 

Scribble Annotation on CT Images [91]. 

 

 COVID-19 segmentation by  scribble-

level observation  

 An uncertainty-aware mean teacher 

framework  established for training 

 Regularize the model with a 

transformation-consistent strategy 

 MAE=0.086  

 Practiced on three datasets as 

uAI 3D dataset,  IS-COVID 

dataset, [92], Lesion 

segmentation (CC-COVID) 

dataset [93]. 

 

3.5Dataset 

The selection of the dataset plays a major role in 

research works. Table 4 lists the popular dataset 

practiced for COVID19 diagnosis, which discussed 

the number of medical images collected from 

hospitals, websites, and search engines, developer 

information, available location, and credits of dataset 

release by citation and usability. It will be 

encouraged to develop the new dataset and practiced 

it for future research. The common decision-making 
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system for the health care diagnosis system depends 

on supervised learning approaches. But it requires 

large labeled datasets; moreover, it is an expensive 

and time-consuming approach. When picking the 

small size dataset it produces an over-fitting problem 

and convergence problem at great risk during training 

the model. Meanwhile, the unsupervised learning 

approaches like transfer learning achieved more 

accuracy in feature extraction. Hence balanced 

dataset controls the false positive rate in such 

scenarios [50]. Besides, chose the dataset contains 

high-quality resolution images with required labels 

for the lung nodule detection of COVID cases and 

similar situations. Most of the dataset description 

includes the suitability of techniques and related 

features of the dataset. So, the appropriate deep 

learning techniques can train our model efficiently 

and produce accurate results in both training and 

testing. 

 

Table 4 Comparative discussion on COVID19 popular datasets 
Initial 

release 

Dataset Contents Creator Available Credits (as on 

search) 

2021 Novel Corona 

Virus 2019 

Dataset 

 

 Country-wise COVID cases 

 India -
https://www.kaggle.com/sudalairajkumar/c

ovid19-in-india 

 South Korea -
https://www.kaggle.com/kimjihoo/coronavi

rusdataset 

 Italy -
https://www.kaggle.com/sudalairajkumar/c

ovid19-in-italy 

 Brazil - 
https://www.kaggle.com/unanimad/corona-

virus-brazil 

 USA -

https://www.kaggle.com/sudalairajkumar/c
ovid19-in-usa 

 Switzerland -

https://www.kaggle.com/daenuprobst/covid

19-cases-switzerland 

 Indonesia -

https://www.kaggle.com/ardisragen/indones

ia-coronavirus-cases 

Data are 

gathered from 

the google pages 

associated with 

Johns Hopkins 

university  

https://github.com/CSSEGISandData

/COVID-19 

9.71 

usability 

 

2021 

[92]  
 

Covid-19 CT 

scan dataset 

 

 By merging 7 public datasets  

 The dataset contains COVID-19, Normal, 
and CAP CT slices and their metadata.  

 In total, group of 7,593 COVID-19 images 

of 466 patients, 6,893 normal images of 604 
patients, and 2618 CAP images of 60 

patients.  

 To investigate different classes of medical 

images, detached CAP labels to acquire 
higher performance in binary classification.   

Maftouni and 

her colleagues, 

Kaggle 8.2 usability. 

2020 

[68] 

COVID-19 

CT 

segmentation 

dataset 

 A set of 100 axial CT images of 60 

COVID-19 patients.  

 It has three segmentation labels of ground 
glass with a mask value of 1, consolidation 

with a mask value of 2, and pleural effusion 

with a mask value of 3. 

H. Jenssen http://medicalsegmentation.com/covi

d19 

15 

2020 

[93] 

IS-COVID 

dataset 
 A set of 110 axial lungs CT slices of 40 

COVID-19 patients that transformed from 

openly accessible JPG images.  

 

The entire CT 

slices were 

gathered by the 
Italian Society 

of Medical and 

Interventional 

Radiology. 

https://github.com/DengPingFan/Inf-

Net 

473 citation 

2020 

[94]  

Chest CT 

Image 
Investigation 

(CC-CCII) 

 1544 CT images of 929 COVID-19 

positive patients 

 1556 images of 964  Common 

Pneumonia (negative) patients 

 1078 CT images of 849 Normal Lung 

(negative) patients 
 

A huge CT 

dataset 
incorporating 

patient cohorts 

from the China 
Consortium 

http://ncovai.big.ac.cn /download 498 citation 

https://www.kaggle.com/sudalairajkumar/covid19-in-india
https://www.kaggle.com/sudalairajkumar/covid19-in-india
https://www.kaggle.com/kimjihoo/coronavirusdataset
https://www.kaggle.com/kimjihoo/coronavirusdataset
https://www.kaggle.com/sudalairajkumar/covid19-in-italy
https://www.kaggle.com/sudalairajkumar/covid19-in-italy
https://www.kaggle.com/unanimad/corona-virus-brazil
https://www.kaggle.com/unanimad/corona-virus-brazil
https://www.kaggle.com/sudalairajkumar/covid19-in-usa
https://www.kaggle.com/sudalairajkumar/covid19-in-usa
https://www.kaggle.com/daenuprobst/covid19-cases-switzerland
https://www.kaggle.com/daenuprobst/covid19-cases-switzerland
https://www.kaggle.com/ardisragen/indonesia-coronavirus-cases
https://www.kaggle.com/ardisragen/indonesia-coronavirus-cases
https://github.com/DengPingFan/Inf-Net
https://github.com/DengPingFan/Inf-Net
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Initial 

release 

Dataset Contents Creator Available Credits (as on 

search) 

2020 
[95]  

COVID-CT-
Dataset 

 The group of 349 COVID-19 CT images of 
216 patients and 463 non-COVID-19 CTs    

 they practiced multi-task learning and self-
supervised learning on this dataset, 

 Achieved an 0.90 F1 score, 0.98 an AUC, 
and 0.89 an accuracy.  

COVID19-
associated 

papers crawled 

from medRxiv, 

bioRxiv, NEJM, 

JAMA, Lancet, 

etc. attested by a 

senior 

radiologist in 
Tongji Hospital, 

Wuhan, China 

https://github.com/UCSD-
AI4H/COVID-CT 

175 citation 

2020 

[96]   

Cord-19: The 

covid-19 

open research 

dataset 

 1,000,000 scholarly articles, embraces over 

350,000 with full text, about COVID-19, 

SARS-CoV-2, and connected 
coronaviruses.  

 The White 

House and a 

coalition of 

leading research 

groups 

Kaggle 492 citation 

 

8.82 usability 

2020 

[97] 

SARS-COV-

2 Ct-Scan 

Dataset 
 

 A group of 1252 CT scans of SARS-CoV-2 
infection (COVID-19) and 1230 CT scans 

of non- SARS-CoV-2,  

 can decide if a person is diseased by SARS-
CoV-2 through the investigation of their CT 

scans 

gathered from 

genuine patients 

in hospitals in 
Sao Paulo, 

Brazil 

 

www.kaggle.com/plameneduardo/sa

rscov2-CT scan-dataset 

 

205 citation 

2020 

[98] 
 COVID-19 

Image Data 
Collection 

 It contains 123 frontal view X-rays to 

diagnose the COVID19 by deep learning 
model like a radiologist. 

 Image content linked with clinically 

relevant features in a public dataset for 
designing models and development of tools. 

Joseph Paul 

Cohen, Paul 

Morrison, Lan 

Dao Collected 

from websites 

and hospitals 

https://github.com/ieee8023/covid-

chestxray-dataset 

707 citation 

2020 
[99] 

COVID19 
chest X-ray 

dataset 

 The set of images includes 3616 COVID19 
confirmed cases, 10,192 healthy, 6012 non-

COVID but lung infected cases, and 1345 

viral pneumonia cases. 

developed by 12 
authors and 

practiced by 

[90] 

kaggle 408 
Citation 

2020 

[100] 

SIRM 

COVID-19 
database  

 Out of 384 radiographic images, 94 chest 
X-ray images and 290 lung CT images with 

71 confirmed COVID-19 cases. 

Italian Society 

of Medical and 
Interventional 

Radiology 

(SIRM) COVID-

19 DATABASE 

https://sirm.org/category/covid-19/ 

 
 

6 

2019 

[101]  

Repository of 

molecular 

brain 

neoplasia 
data 

(REMBRAN

T) dataset  

 110.020 MRI descriptions of 130 tumor 
patients with multi-class classification.  

 these images are organized by patient id in 

the format of a DICOM image.   

Georgetown 

University's G-

DOC System 

https://www.cancerimagingarchive.n

et/ 

1375 citation 

2017 

[102] 

NIH Chest X-

ray Dataset  

 

 112,120 X-ray images of 30,805 unique 

patients 

 down-scaled to 600 × 600 and encoded as 

1-channel jpegs.  

 It doesn’t have other patient information 
such as age, and sex. 

 format of TFRecords highly applicable for 
CNN training with multi-label classification

  

National 

Institutes of 

Health Clinical 

Center 

https://nihcc.app.box.com/v/ChestXr

ay-NIHCC 

Kaggle 

2319 citation 
 
7.3 usability 
 

2011 

[103] 

LIDC/IDRI 888 CT scans with the size of 124 GB and 

considered the slice thickness greater than 2.5 

mm 

53 authors of the 

diagnostic 

image analysis 

group, 

department of 

radiology and 
nuclear 

medicine, 

Radboud 

university 

medical center, 

Nijmegen, The 

Netherlands 

https://luna16.grand-challenge.org. 1347 citation 

https://github.com/UCSD-AI4H/COVID-CT
https://github.com/UCSD-AI4H/COVID-CT
http://www.kaggle.com/plameneduardo/sarscov2-ctscan-dataset
http://www.kaggle.com/plameneduardo/sarscov2-ctscan-dataset
https://arxiv.org/search/eess?searchtype=author&query=Morrison%2C+P
https://arxiv.org/search/eess?searchtype=author&query=Morrison%2C+P
https://arxiv.org/search/eess?searchtype=author&query=Dao%2C+L
https://arxiv.org/search/eess?searchtype=author&query=Dao%2C+L
https://sirm.org/category/covid-19/
https://gdoc.georgetown.edu/gdoc
https://gdoc.georgetown.edu/gdoc
https://gdoc.georgetown.edu/gdoc
https://www.cancerimagingarchive.net/
https://www.cancerimagingarchive.net/
https://nihcc.app.box.com/v/ChestXray-NIHCC
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4.Discussion  
Several research studies reviewed many research 

works on lung nodule detection through CT scans by 

machine and deep learning techniques [104, 105]. 

Even though, our research studies reviewed the entire 

research work carried out from lung nodule detection, 

classification, segmentation, popular nets, datasets, 

and COVID-19 research grounded on medical image 

processing. 

 

From the analysis, the various issues, concerns, and 

outcomes related to deep learning techniques 

exercised on  COVID-19 have been tabulated, which 

will help to improve the research studies and further 

developments of applications or models expected to 

regulate the tragic situations. Many researchers stated 

that the investigation of the chest images is better for 

COVID-19 diagnosis rather than expensive RT-PCR 

testing.  Moreover, many researchers practiced the 

CNN and hybrid of CNN techniques for medical 

image processing and they achieved higher accuracy 

in their nodule detection and further diagnosis 

investigation. 

 

Rendering to the research justifications, most of the 

articles are measures the significant accuracy, 

sensitivity, specificity, precision, and F1 score. Even 

some other characteristics such as scalability, 

robustness, security, and convergence time of models 

are not discussed. Most of the research has been done 

by Python libraries and supporting tools. Still, more 

visualization is needed to enhance their research to 

gain a deep understanding of concepts and 

consequences. Many research models have been done 

on small-scale datasets and can achieve good 

accuracy, even though they should be improved by 

practicing a large volume of CT-scan/ CXR images. 

  

The major drawback of many kinds of research in the 

healthcare system, the models have insufficient 

interaction between the researchers and concerned 

clinical experts about their studies and results.  

Moreover, some of the features needed to consider 

the multimodal data in like COVID-19 infectious 

disease cases such a location of patients, clinical 

histories of a patient, population density, and 

environmental studies. According to the 

investigation, most of the researchers have analyzed 

the issues and have not developed any real-time 

application or product to drive support the detection 

and surveillance throughout the disaster phases. 

Hence this investigation analyzed the stated 

interpretations of cited research. Further, this study 

will be scrutinizing the recent research on 

application-oriented, methods of handling healthcare 

data and formulate a comparative analysis. A 

complete list of abbreviations is shown in Appendix I. 

 

5.Conclusion and future work  
As far as discussed, this review narrated the origin of 

deep learning, the fundamental concepts of deep 

learning networks, and discussed how it is utilized in 

healthcare systems. Deep learning algorithms 

perform a vital role in processing the medical images 

for the detection of injurious, characterization, 

classification, and making a rapid decision for 

diagnosis. Hence this comprehensive review focused 

on the recent research works carried on specifically 

processing the medical images gathered from MRI 

scans, CT scans, and X-ray images through deep 

learning networks, and highlighted how it will help to 

diagnose COVID-19 from the state-of-art 

approaches, presenting the famous CNN nets with 

working constraints and lists the popular dataset with 

its credits. This study aims to learn about the 

automated process of diagnosis systems, their 

comparative studies, and how it has been 

implemented using artificial intelligence-based 

approaches in the future. This review concludes with 

a highlighted point as the medical image processing-

based diagnostic system produces a better result in 

COVID-19 cases. Like and more novel deep learning 

models should be developed and expected to detect 

and control infectious diseases to avoid the pandemic 

situation in the future.  
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Appendix I 
S. No. Abbreviation Description 

1 AI Artificial Intelligence 

2 AIS Artificial Immune System 

3 ANN Artificial Neural Network 

4 AUC Area Under Curve 

5 
AUTOMAP 

Automated Transform by Manifold 

Approximation 

6 BMI Body Mass Index 

7 CAD Computer-Aided Diagnosis 

8 CEL Cross-Entropy Loss  

9 CF-CNN Central Focused CNN 

10 CMixNet Customized Mixed Link Network 

11 CMR Cardio-Metabolic Risk 

12 CNN Convolutional Neural Network 

13 COVID-19 COronaVIrus Disease-2019 

14 CRF Conditional Random Field algorithm 

15 CT Computed Tomography 

16 CXR Chest X-Ray  

17 DBN Deep Belief Networks  

18 DCNN Deep CNN 

19 dMRI Diffusion-Weighted MRI 

20 DNN Deep Neural Networks  

21 EA Evolutionary Algorithm 

22 ELM Extreme Learning Machine 

23 fMRI Functional-Bold MRI  

24 FP False Positive 

25 FPSOCNN Fuzzy Particle Swarm Optimization  

Algorithm with CNN  

26 GAN Generative Adversarial Network 

27 IEEE Institute of Electrical and Electronics 
Engineers 

28 IoT Internet of Things 

29 IDRI Image Database Resource Initiative 

Dataset 

30 KMI Kupperman Menopause Index 

31 KNN K-Nearest Neighbour  

32 KTD Knowledge Transfer and Distillation 

33 LIDC  Lung Image Database Consortium  

34 LSTM Long Short Term Memory 

35 LUNA Lung Nodule Analysis 

36 MAE Mean Absolute Error  

37 
MDPI 

Multidisciplinary Digital Publishing 

Institute 

38 MERS Middle East Respiratory Syndrome 

39 

MFDNN 

Multi-Channel Feature Deep Neural 
Network Algorithm to 

Identify COVID19 Chest X-ray 

Images 

40 
MNIST 

Modified National Institute of 

Standards And Technology 

41 MR-CNN Mask R-CNN 

42 MRI Magnetic Resonance Imaging 

43 MSE Mean Squared Error  

44 
NCBI 

National Center for Biotechnology 

Information 

45 QSM Quantitative Susceptibility Mapping 

46 RAN Residual Attention Network  

47 RCNN Regions with CNN 

48 REMBRANT Repository of Molecular Brain 

Neoplasia Data 

49 RNN Recurrent Neural Networks  

50 ROC Receiver Operating Characteristic  

51 
RT-PCR 

Reverse Transcription Polymerase 
Chain Reaction 

52 SARS Severe Acute Respiratory Syndrome 

53 SEN Squeeze-and-Excitation Network 

54 SGD Stochastic Gradient Descent 

55 
sMRI 

Structural Three-Dimension T1-

weighted MRI 

56 
SSAC 

Semi-Supervised Adversarial 
Classification  

57 SVM Support Vector Machine 

58 VGG Visual Geometry Group 

59 X-Ray Electromagnetic Radiation 

60 WHO World Health Organization 

 


