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1.Introduction 
Osteoarthritis (OA) is a chronic joint disease that 

most commonly affects the knee [1], which is often 

accompanied by pain, altered gait mechanics, low 

quality of life and functioning disability [2]. The 

radiographic appearance is considered as a current 

gold standard for OA screening, where “Kellgren and 

Lawrence” (KL) [3] established radiographic criteria 

to categorise OA into five stages. Stage 0 refers to a 

normal, healthy knee. The highest score, 4, is given 

to severe OA. Visual evaluation of x-ray images, on 

the other hand, is time-consuming and highly relies 

on physicians' experience and carefulness.  
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Technological advances have shown promising 

results in forecasting OA incidence, deterioration, 

progressive pain, advanced structural change, and the 

duration it takes to the end stage of OA [4, 5]. 

Researchers have attempted to utilise traditional 

machine learning (ML) to extract features prior to 

training the algorithms [6].  

 

Several methods that use ML models have been 

documented in published works, to extract features 

prior to training the algorithms, to identify early knee 

OA, predict future disease scenarios, and develop 

novel treatments [7]. Deep learning (DL), on the 

other hand, feeds data directly to the algorithm and 

allows it to learn new features on its own. This has 

proven to be a novel, quick, fully-automated, and 

tremendously effective method for extracting 

meaningful diagnostic information from imaging data 
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Abstract  
Osteoarthritis (OA) is a degenerative joint disease that primarily affects the knee joint. Currently, OA diagnosis relies on 

the examination of plain radiographs, a method susceptible to subjectivity and time consumption. This study aims to 

automatically assess the severity of knee OA using the "Kellgren and Lawrence (KL) grading system" based on plain X-

rays. Leveraging 1650 digitized knee X-ray images, we implemented a custom MobileNetV2 architecture for a 

convolutional neural network with four distinct orientations. The methodology comprises two models: a fixed base and a 

trainable head. The MobileNetV2 network serves as the base model, while the proposed head model architecture includes 

an average pooling layer followed by a fully connected layer to enhance network efficiency. Results indicate that, except 

for grades 1 and 2, the methodology correctly identified KL grades with an accuracy of over 90%. Overall, the proposed 

approach demonstrates promising potential for classifying knee OA based on plain X-rays, achieving a 95% accuracy in 

detecting severe knee OA (stage 4). Researchers acknowledge the superior performance of their methodology compared to 

previous models in similar investigations, suggesting its effectiveness in forecasting OA severity based on radiographic 

imaging. Furthermore, the study's results support the effectiveness of deep learning-based approaches in diagnosing OA 

severity, with significant implications for improving patient outcomes. Although the suggested methodology shows a 

maximum accuracy rate of 95% in identifying severe knee OA cases (specifically, stage 4), there is a need for 

enhancements to address the misdiagnosis issue in stage 1 and 2 knee OA, where the accuracy rate is at 87%. This 

misdiagnosis arises from the similarity in characteristics between these stages. 
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and opening up new opportunities for non-ML 

professionals to develop their own research and 

applications [8]. DL architecture includes recursive, 

recurrent, convolutional and unsupervised pre-trained 

networks [9]. Overfitting is a key issue in DL due to 

the presence of a large number of parameters and the 

utilisation of advanced regularisation algorithms in 

its design. The importance of dividing data into three 

sets for ensuring the effectiveness and adaptability of 

a model, the three sets are a test set for assessing the 

model's performance on unobserved data, a validation 

set for preventing overfitting, and a training set for 

optimising hyper-parameters. By using this approach, 

the model can be optimised and tested to ensure that 

it can perform accurately and effectively in real-

world scenarios [10]. The significant prevalence of 

knee OA necessitates immediate progress towards 

improved techniques for detecting its existence and 

assessing its severity. The tiredness problem that 

arises from prolonged diagnosis may be avoided with 

fully automated knee severity grading, which can 

give an objective, repeatable prognosis. Knee OA 

severity prediction from raw screened knee x-ray 

images primarily entails two steps: locating the knee 

joint and assigning it to one of five KL classes based 

on the degree of damage shown. DL models can be 

easily scaled up to interpret huge amounts of data, 

and their accuracy and resilience can be improved by 

training on enormous datasets. These models may be 

integrated into healthcare systems, making diagnosis 

easier even in remote and low-resource settings. 

Accordingly, the motivation for diagnosing knee OA 

using plain x-ray using DL techniques is to enhance 

the accuracy, efficiency, and reliability of OA 

diagnosis, thereby contributing to the decrease of the 

worldwide knee OA burden.  

 

Multiple researchers have used DL-based algorithms 

to analyse knee OA [1012]. However, knee 

analysis's effectiveness still has prospects for further 

development. Considering the ordinal nature of the 

KL grading assignment, a more effective loss 

function may lead to higher quality KL grades. To 

address this issue, this study investigated whether 

plain radiographs might simultaneously identify knee 

OA features and severity. In specific, the goal of this 

study is to develop and implement a DL-based 

approach for OA diagnosis that is reliable and cost-

effective. Demonstrate the efficacy of the proposed 

approach in clinical settings, evaluate its performance 

using a number of performance metrics, and compare 

its performance to those of existing state-of-the-art 

procedures. This also helps doctors quickly identify 

and categorise knee OA. Specialists in the medical 

field must put out much effort in order to predict the 

outcome of such situations. 

 

The article is structured to explore the complete work 

in different sections. Section 1 encompasses the 

background, challenges, inspiration, goals, and 

contributions. Section 2 presents relevant work, 

followed by an explanation of the suggested 

technique in Section 3. Results are detailed in Section 

4, while Section 5 elaborates on the discussion. 

Finally, conclusions are drawn in Section 6. 

 

2.Literature review 
The ability of DL architectures to detect radiographic 

OA progression has revolutionised the area of 

medical imaging, exceeding previous computer 

vision technologies that needed data representation 

techniques to be manually coded. Yeoh et al. [13] 

assessed the current status of DL for predicting knee 

OA severity. The model's performance is equivalent 

to that of an attending physician with ten years of 

expertise [14]. This approach has the potential to 

minimise variability in knee OA diagnosis and 

treatment [15]; therefore, several approaches for 

detecting knee OA have been developed. For 

example, a network trained for multiclass 

classification and regression was developed by 

Antony et al. [12] for autonomously localising knee 

joints and measuring OA severity. They 

demonstrated that autonomously localised knee joints 

classify as well as manually segmented knee joints. 

Its multiclass classification accuracy, precision, 

recall, and F1 score are better than the previous 

approach [11]. The confusion matrix and other 

measures demonstrate that categorising knee OA 

images based on KL grade 1 is challenging due to 

small structural differences in the initial stage of OA. 

Chen et al.  [16] used two deep “convolutional neural 

networks” (CNNs). A one-stage you only look once 

(YOLO) v2 network was used to locate the knee 

joints. The identified knee joint images were 

subsequently classified using a novel configurable 

ordinal loss in “ResNet”, “VGG2”, and “DenseNet” 

versions, as well as “InceptionV3”. The classification 

performance of “CNN” models is largely reliant on 

the recognition task, and the fine-tuned “VGG-19” 

model performed the best. In order to predict KL 

grades in OA, Gornale et al. (2020) explored the use 

of an ordinal regression module with a cumulative 

link loss function in six distinct neural network 

architectures: “VGG”, “GooLeNet”, “ResNet”, 

“DenseNet”, “ResNeXt”, and “MobileNetV2”. KL 

grades 0, 2, 3, and 4 were accurately recognised at 

70% or higher; however, grade 1 performed poorly at 
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38.5%. This strategy improved KL grade 1 

categorisation over baseline and Chen et al. [16]. 

Both investigations found that the ordinal regression 

module decreased misclassification and improved 

categorisation. 

 

Extraction of significant regions from distorted 

images may become challenging due to issues related 

to filming, handling, and digitalisation during 

capturing. Therefore, Gornale et al. [17] extracted 

acceptable invariant characteristics from such 

distorted images using Hu's invariant moments. The 

experimental findings for rotated and scaled pictures 

are generally compatible with the original image's 

invariants. Consequently, the recommended 

algorithm results, as reviewed by orthopaedics and 

rheumatologists, are more competitive and 

encouraging. The diagnostic performance of the DL 

models was significantly better than that of a 

traditional approach, which included radiographic 

and demographic risk markers [18]. Leung et al. [19] 

suggested a model that used a transfer learning (TL) 

strategy with sevenfold layered cross-validation 

based on the ResNet34 architecture. With the use of 

clinical data such as body mass index (BMI), 

Schiratti [20] developed a "multimodal" DL approach 

that relied on information not clearly revealed in 

images in conjunction with BMI. This data-driven 

technology provides information that cannot be 

directly analysed in a radiologist's clinical practice. 

Kondal et al. [21] introduced a methodology that 

utilises CNN for the automated grading of knee 

radiographs based on the KL scale. The suggested 

approach consisted of two interrelated stages. In the 

first stage, an object identification model was used to 

isolate individual knees from the surrounding picture. 

Subsequently, in the second stage, a regression model 

was utilised to automatically assign a KL scale to 

each identified knee. The researchers provided 

evidence that fine-tuning the model prior to 

evaluating it on a private hospital dataset resulted in a 

decrease in the mean absolute error from 1.09 to 

0.28. 

 

To improve knee OA severity prediction findings 

from plain radiographs and capture the multi-scale 

aspects of knee X-rays, Jain et al. [22] presented an 

"OsteoHRNet" DL approach using the “high-

resolution network” (HRNet). The “HRNet” worked 

very well and produced significant advantages over 

the previously reported techniques due to its ability to 

retain high-resolution features throughout the 

network while collecting reliable spatial information. 

Additionally, radiographs with similarities and 

differences between classes were easier to spot 

according to the attention mechanism. The model's 

learning of the spatial properties of the radiographs 

was validated using “gradient-weighted class 

activation mapping” (Grad-CAM). 

 

Guan et al. [23] used non-image data to examine two 

CNN models' capacity to predict knee OA. The 

support vector machine (SVM) clinical model 

predicts OA by combining demographic and risk 

factor data. There was a substantial difference 

between the clinical and SVM/DL models in terms of 

area under the curve (AUC). The highest AUC, 

0.832, was achieved by the combined SVM and DL 

model, which was significantly higher than the 

clinical model. On the other hand, the effectiveness 

of DL over the logistic regression (LR) model was 

highlighted, where the latter used anthropometric, 

demographic data and KL grade as input.  

 

Guan et al. [18] suggested a method that combines 

the YOLO model with “DenseNet” DL networks for 

cropping and categorisation of the joint to predict OA 

progression; the follow-up time in this study was 

only 48 months. In line with this, Wang et al. [24] 

combined the visual transformer with the YOLO 

object identification model to create a fully 

automated system for diagnosing OA. Compared to 

the standard CNN architectures, the classification 

outcome boosts accuracy by 2.5%. Our categorisation 

result is also 2.5% more accurate than that of 

standard CNN architectures. Using DL and ML 

algorithms, Ahmed and Mstafa [25] introduced new 

methods to classify a Knee X-ray picture according 

to KL grading standards. The suggested 

methodologies use deep hybrid learning-I (DHL-I) 

and DHL-II learning architectures. DHL-I, the first, 

uses CNN structure to train a new structure 

containing five prediction classes on knee X-ray 

images and then harvest features. SVMs may identify 

knee OA by pattern discrimination after a principal 

component analysis (PCA) reduces these learned 

characteristics. The second, DHL-II, is identical save 

for the following. DHL-I's pre-trained CNN was fine-

tuned using TL to categorise knee OA into four 

classes, three classes, and two class labels. The 

suggested technique improves multiclass and binary 

class-based classification accuracy in the OA case 

study, as shown by experimental results. The 

empirical data showed that binary class labels 

outperformed all others, reaching 90.8% accuracy. 

Also, the developed models helped classify the 

condition early on, reducing its development and 

improving quality of life. 
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Khalid et al. [26] established three x-ray-based 

methods for diagnosing knee OA and distinguishing 

KL grades using the Osteoarthritis initiative (OAI) 

and rani channamma university (RCU) datasets. After 

CNN models, all approaches used PCA to remove 

unnecessary features and maintain significant ones. 

The first technique relies on VGG-19 and ResNet-

101 technologies to analyse x-rays and determine 

knee inflammation levels. The feed forward neural 

network (FFNN) technique for X-ray analysis and 

knee OA grade diagnosis combines VGG-19 and 

ResNet-101 features before and after PCA. The third 

FFNN approach for X-ray analysis and knee OA 

grade diagnosis uses VGG-19 and ResNet-101 fusion 

features and handmade features. By combining VGG-

19 and handmade features in an OAI dataset, FFNN 

achieved 99.25% AUC, 99.1% accuracy, 98.81% 

sensitivity, 100% specificity, and 98.24% precision. 

FFNN achieved 99.07% AUC, 98.20% accuracy, 

98.16% sensitivity, 99.73% specificity, and 98.08% 

precision on the RCU dataset using VGG-19 fusion 

features and handmade features. 

 

Abd et al. [27] employed DenseNet169 DL to fine-

tune knee OA diagnosis to boost efficiency. Knee OA 

severity will be determined by multi-classification 

and binary classifications in the suggested model. 

Localising peripheral, diffuse, and vascular 

thickening opacities will be effective. The 

DenseNet169 model has accuracy, sensitivity, 

specificity, precision, and F1-score of 95.93%, 

88.77%, 95.41%, 85.8%, and 87.08% in multi-

classification. The “DenseNet169” model had 

93.78% accuracy, 91.29% sensitivity, 91.29% 

specificity, 87.57% precision, and 89.27% F1-score 

in binary classification. Thus, the suggested paradigm 

has unmatched perceptual tuning compared to 

previous frameworks. 

 

The suggested technique by Kokkotis et al. [28] 

included fuzzy logic-based feature selection, learning 

algorithms, and nan-explainability analysis. Fuzzy 

logic combined several feature relevance scores to 

gather more informative features, and the suggested 

technique aggregated filter, wrapper, and embedding 

feature selection methods. The suggested technique 

selected a subset of risk variables that improved ML 

model accuracy relative to conventional feature 

selection methods. On 21 risk indicators, the best 

random forest (RF) classifier model had 73.55% 

classification accuracy. Two verified radiographic 

knee OA models were suggested by McCabe et al. 

[29]. The diagnostic and prognostic model of KOA 

onset time was added. OAI supplied model 

development and optimisation data, while multicenter 

osteoarthritis study (MOST) provided external 

validation for both models. Diagnostic model AUC 

was 67% for validation and 75% for test data. 

 

Among studies investigating the relationship between 

pain progression and quantitative imaging outcomes, 

Guan et al. [30] predicted the progression of pain 

from baseline X-ray images based on DL. The AUC 

for this approach is 0.770. With the addition of 

demographic and clinical data, the AUC improved to 

0.807. In order to extract features from knee 

radiographs, a DL model was developed and trained. 

The extracted features were then combined with 

demographic and radiographic risk factor data to 

predict outcomes for OA. In this study, the authors 

combined the DL model with a DL/LR model using 

non-image data. Compared to conventional models, 

this hybrid approach was able to achieve a much 

higher AUC, demonstrating the effectiveness of 

combining non-image and image data with ML 

models to improve predictions for OA outcomes. The 

method used in this study was similar to that of Guan 

et al. [23], who also achieved success in predicting 

OA outcomes using a similar approach. Pedoia et al. 

study [31] tested DL models' ability to identify and 

stage meniscus and femoropatellar cartilage 

abnormalities in OA patients with anterior cruciate 

ligament (ACL) rupture. The sensitivity and 

specificity for identifying meniscus lesions were 90 

percent and 82 percent, respectively; for detecting 

femoropatellar cartilage lesions, the sensitivity and 

specificity were both 80 percent, with better 

performance when demographic data were 

incorporated. 

 

Two previous studies [32, 33] reported on traditional 

OA risk assessment models for predicting pain 

progression in individuals at risk for knee OA based 

on demographic, clinical, and radiographic risk 

characteristics. In the prevention of knee OA in 

overweight females experiment, Landsmeer et al. 

[32] applied a conventional model to predict the 

onset of frequent knee pain over a six-year follow-up 

period in 472 knees of overweight and obese women 

without knee OA. The AUC for a multivariate LR 

model, including BMI, knee pain at baseline, knee 

pain going up stairs, morning stiffness, being 

postmenopausal, and heavy work, was 0.71. To 

predict pain progression in 1243 knees in the OAI 

database, Halilaj et al. [33] employed number of 

potential risk factors, including demographics, knee 

symptoms and grades, medication use, history of the 

family, general health status, gound level walking 
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ability, and knee alignment measurements on 

radiographs. The AUC for predicting pain worsening 

during an 8-year follow-up period using a LASSO 

regression model was 0.79. Halilaj et al.'s [33] model 

had excellent diagnostic performance, but it would be 

challenging to implement in routine clinical use 

because it required analysis of a large number of risk 

factors gleaned from exhaustive and time-consuming 

clinical history, physical examination, and 

radiographic evaluations. 

 

Widera et al. [34] evaluated six ML approaches for 

predicting knee OA. There were four predicted 

categories: progressive structural change, non-

progressive pain, progressive pain, and progressive 

structural change with pain. On a down sampled 

training set, RF outperformed balanced learning. The 

dual classifier enhanced the findings. Due to the 

nature of clinical studies, this research focused on a 

limited progression time frame. 

 

Huang et al. [35] aimed to track OA development 

over time and among patients. The dynamic 

functional mixed-effects model was suggested to 

identify specific aberrant areas at the baseline, 1, 2, 

and 4-year MRI scans. The model accommodated 

spatial-temporal heterogeneity.  By predicting how 

cartilage changes over time, the model can provide 

insight into how the disease progresses and how it 

affects the body. This information can be useful in 

developing treatments and interventions that target 

specific stages of the disease, potentially improving 

outcomes for patients with OA. Overall, the model's 

ability to accurately predict changes in cartilage over 

time is a significant contribution to our understanding 

of OA and its pathophysiology. Tolpadi et al. [36] 

employed a DL pipeline comprised of DenseNet-121 

and LR to predict total knee replacement (TKR). 

Both non-imaging data and imaging data (x-ray and 

MR images) were used to evaluate the model's 

performance. Throughout all OA phases, this model 

was more sensitive than the integrated x-ray model 

(88.4). An integrated MRI model had an AUC of 

0.834, exceeding x-ray models in the non-OA group. 

This model accurately identified TKR events in 

individuals who did not have OA at baseline (AUC 

0.943). Advances in computer power and data 

accessibility provided by these technologies, 

potentially make early identification of OA easier 

using three-dimensional (3D) DL [13]. 

While most studies on multiclass OA categorisation 

ignore the actual continuous range of OA 

progression, Li et al. [37] created a Siamese neural 

network to categorise OA at specified time intervals. 

The AUC of the proposed model is 0.9. In the 

proposed technique, the authors claim that image 

classification may remove the necessity for manual 

ROI localisation. 

 

Swiecicki [38] created an automated DL based 

approach that employs Posterior-Anterior (PA) and 

lateral (LAT) views of knee radiographs to score OA 

severity. The results demonstrate the limitations of 

the LAT views' data set. 

 

Saini et al. [39] suggested a three-stage pre-

processing approach that uses gaussian-filter noise 

reduction, pixel-centering normalisation, and 

balanced contrast enhancement successively. The 

severity classification architecture was transfer-

learning-based VGG16. The developed categorisation 

system surpasses current approaches with an 

accuracy of 89.95%. Norman et al. [40] proposed an 

automatic OA detection technique. A U-net model 

was used to identify the joint in knee radiographs at 

six distinct time intervals. These images were used to 

train a “DenseNet” neural network architectural 

ensemble for OA severity prediction. “DenseNets” 

ensemble has 83.7, 70.2, 68.9 and 86.0 percent 

testing sensitivity for the non-OA group, mild, 

moderate and severe OA, respectively. The model 

was validated using saliency maps to ensure the 

neural networks selected the right osteoarthritic 

properties for identification. The findings of this 

study suggest the use of automated classifiers to help 

radiologists make more precise diagnoses. 

 

Liu et al. [41] employed FasterR-CNN, which 

combines region proposal network (RPN) and Fast R-

CNN, to analyse the input images for location and 

classification. The RPN is trained to propose knee 

joint regions that are subsequently classified using 

Fast R-CNN. Using CNNs, clinically valuable 

properties may be retrieved from X-ray pictures. To 

correct the class imbalance and improve the model's 

performance, a weighted loss function was used. 

Larger anchors are utilised with larger X-ray image 

input sizes to address anchor mismatch issues. The 

model's performance is widely evaluated. In terms of 

accuracy, sensitivity, and specificity, the improved 

model performs better than the Faster R-CNN. Each 

image is evaluated in 0.33 seconds. 

 

Many researchers in OA have shown success in 

analysing MRI data, predicting OA development, and 

automating KL-grading of knee radiographs using 

CNN. However, there have been few attempts in 

utilising plain radiography to determine individual 
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knee OA characteristics. Thus, this research was 

undertaken to determine the possibility of 

concurrently recognising particular knee OA 

characteristics and total knee OA severity using plain 

x-rays. 

 

3.Materials and methods 
3.1Dataset 

The dataset of 1650 digitised knee X-ray images 

supplied by Gornale and Patravali [42] was used in 

this study. The original images are 8-bit grayscale. 

Each radiographic knee X-ray image is individually 

marked/labelled in accordance with KL grades. It 

contains anteroposterior knee radiograph assessments 

of 400 Chang Gung Memorial Hospital participants, 

and the diagnosis was established by a doctor on each 

X-ray imaging with the original resolution. These 

data cover patients with KL grading scale grades 0 to 

4, and the amount of data is the same for all grades. 

A score of 0 indicates that there is no evidence of 

OA, while a score of 4 indicates severe OA. Grades 

1, 2, and 3 indicate increasingly severe stages of OA. 

This categorisation allows the degree of OA to be 

defined into a numerical number, allowing clinicians 

to differentiate between different degrees of OA and 

choose the best treatment option. Figure 1 shows 

samples of the dataset. The representative knee 

radiographs with the corresponding KL grading are 

illustrated in Figure 2. 

 

 
Figure 1 Representative antero-posterior (AP) knee radiographs of KL classification Grade 0 – A, Grade 1 – B, 

Grade 2 – C, Grade 3 – D, Grade 4 – E [42]. 

 

3.2Preprocessing 

This section tackles the issue of a dataset with a 

limited number of images. We acknowledge that a 

ML model requires a sizable number of statistically 

significant samples in the training dataset in order to 

generalise beyond the training data. The proposed 

data augmentation technique (rescale= 1./255, 

shear_range = 0.5, zoom_range = 0.25, 

rotation_range = 45) is used to increase the size of 

the dataset because the chosen dataset only contains a 

small number of images with suitable features. All of 

the images were scaled to 224 pixels in width and 

height. Following that, a feature map was constructed 

and targeted in order to train the model. This step is 

critical in enhancing the results of the proposed 

model. 

 

3.3OA classification by Mobilenetv2 networks 

The base model is the pre-trained model, which is 

often used to accurately categorise limited datasets. 

Because a DL model trained from scratch on limited 

data is unlikely to achieve high accuracy. So it can't 

learn data characteristics. A big dataset is used to 

train the model, which is represented in the network 
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by weights. Later on, the weights are employed in a 

second network for a new task and dataset. So, rather 

than starting from scratch with the second network, 

we "transfer" the first network's learnt properties to 

the second. Deep convolutional networks' first layers 

are typically used to learn visual features like lines 

and shapes. The network's last layers learn task-

specific information, such as image classification. 

Thus, in TL, the core model weights stay unchanged. 

The network's last layer, which is often a fully 

connected layer, then learns the new dataset's specific 

features.  

 

The approach relies on Mobilenetv2 [43], which 

utilised depthwise separable convolution. In two-

dimensional (2D) convolution, the depth dimension 

(channel) is included; thus, all input channels are 

processed into one. Each input channel is then depth 

wise convolved with its filter channel. 

 

The stacked filtered output channels, known as a 

pointwise convolution, are used to merge the stacked 

output channels. Mobilenetv2 accepts images up to 

224×224×3. These are scaled and trimmed to 

224×224 pixels. We set to include top = False to 

remove the top layers of the pre-trained model, which 

is appropriate for feature extraction. Following a 

convolution layer with 32 filters, 19 inverted residual 

bottleneck layers were added [43]. Residual blocks 

are used to connect the start and end of convolutional 

blocks. The flowchart of the proposed pipeline is 

illustrated in Figure 2. As shown in the figure, the 

model is based on a pretrained Mobilenetv2 with 

modification on the last layers by adding the average 

pooling layer and dropout to avoid overfitting.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 The flowchart of the proposed DL model 

 

3.4Training and implementation details 

Deep convolutional networks' first layers are 

typically used to learn visual features like lines and 

shapes. The suggested approach was written in 

Python (3.6) and tested using Windows 7 on an Intel 

Core i5 CPU with 12 GB of RAM. DL toolkits for 

Tensorflow and Keras toolbox were used to train the 

model, which took about seven hours. In stochastic 

gradient descent (SGD), the following parameters 

were adjusted in order to update the loss function 

(categorical_crossentropy) on the training data set: 

The learning rate is 0.0001, and the maximum 

number of epochs is 300 and other experiment with 

100. 
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In the training phase, the feature extraction will be 

achieved. The first stage of feature extraction 

involves a series of 2D convolution layers (by adding 

6 convolution layers with 64 size of fully connected 

layer and 25% dropout rate), with each layer being 

followed by a non-linear activation function. This 

helps to identify valuable features in each hidden 

layer. However, overfitting can be a problem with 

this model, especially with big models and huge 

datasets. Using "Rectified Linear Units (ReLU)" for 

all layers in the feature extraction step can help 

prevent overfitting while ensuring quicker learning 

and better performance. Table 1 explains the hyper 

parameter which affect the performance of the model. 

To put it simply, the convolution layer acts as a filter 

on the input data using filter kernel coefficients that 

are determined during the training process. The first 

convolution layer extracts basic patterns in the 

incoming data, resulting in low-level features. 

 

These key properties may be combined in the 

subsequent convolution layer to generate patterns of 

patterns and so on. Higher-level feature patterns are 

created by the combination of these secondary 

characteristics. 

 

Table 1 The hyper-parameter which affects the performance of the model 

Hyper parameter Parameter Layers 

Adjustable kernel number and size, activation functions, stride, and padding Kernels Convolutions 

Kernel number and size, activation functions, stride, and padding can all be altered. - Pooling 

Number of total weights and activation function Weights Fully Connected 

The effectiveness of the model is influenced by several factors. The model’s loos 

function, framework, epochs, optimiser, learning rate, mini batch size, dataset 

partitioning, weight initialization, and regularisation are some of these components. 

Other 

 

4.Results  
The dataset has been splatted into a train, test, and 

validation sets (80%, 10%, and 10%, respectively) 

before the model has been trained. The train set has 

been used to train the knee classification model, and 

the validation set has been used to assess the model 

while it is being trained, and the test set is used to 

evaluate the recognised knee condition on the trained 

model. The architecture was modified by adding 

convolutional layers; this step increased the 

recognition rate from 87% to 93%. The following 

information pertains to the proposed model. As 

shown below. 

Total parameters of the model: 2,456,261 

Trainable parameters: 198,277 

Non-trainable parameters: 2,257,984. 

 

An automated OA categorisation will help physicians 

distinguish between OA degrees and choose the 

appropriate treatment approach. The performance of 

the recommended model was evaluated using three 

common metrics: precision, recall, and F1-measure 

with epoch 300 and epoch 100, as presented in Table 

2. The F1-measure gives an intersection measurement 

between the manually defined OA and the prediction 

outcomes of the fully automated technique. Where 0-

4 represent the classes that will be classified. 

Precision, recall and F1- measures are also calculated 

for each class. Table 2 depicts the performance 

evaluation of the proposed approach based on the OA 

grades. According to the results, the sever OA (stage 

4) earned the greatest precision score of 95%. The 

recall and f1-performance metrics ratings are 92% 

and 94%, respectively. The present research yields 

the finding that the proposed approach used in this 

study exhibited suboptimal performance metrics in 

the task of diagnosing knee OA via the utilisation of 

knee x-ray pictures. Table 3 explains these metrics 

and compares the performance of the proposed model 

with other models, [44, 11]. 

 

Table 2 The proposed DL model's performance with epoch 300 and 100, with respect to OA grades 
 Epoch = 300 Epoch =100 

Parameter Precision Recall F1-measure Precision Recall F1-measure 

KL score       

0 0.94 0.92 0.93 0.62 0.81 0.70 

1 0.87 0.95 0.91 0.81 0.72 0.76 

2 0.87 0.84 0.86 0.65 0.56 0.61 

3 0.90 0.89 0.90 0.79 0.78 0.79 

4 0.95 0.92 0.94 0.74 0.70 0.72 
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Table 3 The proposed DL model's performance, with respect to OA grades, compared with other models 
 The proposed model Thomas et al. 2020 [44] Antony et al. 2016 [11] 

Parameter Precision Recall 
F1-

measure 
Precision Recall 

F1-

measure 
Precision Recall 

F1-

measure 

KL score          

0 0.94 0.92 0.93 0.73 0.87 0.79 0.57 0.92 0.71 

1 0.87 0.95 0.91 0.38 0.27 0.31 0.32 0.14 0.20 

2 0.87 0.84 0.86 0.71 0.67 0.69 0.71 0.46 0.56 

3 0.90 0.89 0.90 0.82 0.81 0.81 0.78 0.73 0.76 

4 0.95 0.92 0.94 0.87 0.86 0.87 0.89 0.73 0.80 

 

Figure 3 compares the outcomes of the training and 

validation sets and displays the model's accuracy and 

loss with time. It can be observed that the curves in 

the validation and train sets are comparable and that 

the generalisation gap between the train and test loss 

is minimal when using epoch 300 and epoch 100, as 

shown in Figure 3. This suggests that the 

categorisation outcomes in the training and validation 

sets were comparable. Moreover epoch 300 improve 

the performance of the suggested model. In ML, 

precision and recall are both significant evaluation 

metrics, but they have different functions and are 

applied in various situations. Saying that one is 

always superior to the other is untrue. Depending on 

the particular requirements of the current task, one 

must choose between precision and recall. 

 

 
                                                                     A 

 
                                                                     B 

Figure 3 Loss and accuracy for the proposed DL model for a different number of epochs; A) Number of 

epochs=300; B) Number of epochs=100 
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5.Discussion 
The current study illustrated the applicability of 

utilising DL to predict OA progression using plane 

knee radiographs. The model demonstrated 

exceptional diagnostic efficacy, properly predicting 

knee OA with a precision of 90%. Nevertheless, it is 

important to acknowledge that the aforementioned 

level of precision was not found in instances 

categorised as grades 1 and 2, which achieved just 

87%. The results of this study indicate that the 

diagnostic accuracy of the model is superior in 

predicting the advancement of pain in knees afflicted 

by OA in comparison to knees with risk indicators for 

OA that have not yet shown radiographic evidence of 

the illness. Similarly, the same finding was obtained 

for the baseline technique in [11, 16, 40, 44, 45]'s 

investigation, where the rate of accurate prediction on 

grade 1 pictures was lower than on subsequent 

grades. However, our method successfully predicted 

the majority of knee joint radiographs and beat 

Antony and Thomas's model’s performance, as 

shown in Table 1. The KL grades of 0 and 1 were 

combined by [40], since they both indicate the 

absence of OA. One potential explanation for the 

misclassification of grades 1 and 2 may be attributed 

to the unclear criteria used. This ambiguity arises 

from the fact that knees with risk factors for OA had 

not yet shown radiographic symptoms that could 

accurately identify the relevant regions within the 

picture for categorisation. Our modules limit the 

possibility of remote misclassification instances, 

specifically for moderate and severe OA, KL grade 3 

and grade 4, respectively. In terms of clinical 

performance, the suggested method has great 

potential for learning local radiography 

characteristics and categorising knee OA based on 

plain x-ray, with 95 percent accuracy in detecting 

severe knee OA (stage 4). The observed accuracy 

was outerperformed that used TL-based 

EfficientNetB1, with an accuracy of 89% on Indian 

data [46]. In a separate study, several ML algorithms 

including SVM, LR, Adaboost, gradient boosting, 

and multi-layer perceptron were used for comparative 

analysis... The research findings indicate that the 

used LR approach yielded a performance score of 

84%, which is relatively poor [47]. 

 

The suggested approach did not overfit. Overfitting 

occurs when the final model fits the training data too 

well and lacks generalisation capabilities, resulting in 

poor accuracy when employed on new data. Each DL 

model training iteration is validated to check for 

overfitting. During validation, the network with the 

updated weights is tested on non-training data. 

Figure 3 shows the training and validation data loss 

and accuracy results for each training iteration. The 

validation data used in this research are from the 

testing set. An overfitted model performs well on 

training data but badly on new data. As a 

consequence, each repetition reduces the training loss 

but raises the validation loss. As seen in Figure 3, 

both training and validation losses decrease with each 

training cycle. Thus, the suggested model is not 

overfitting and has a high generalisation ability. This 

is because the suggested model employs a modest 

epoch value and augments the training data to 

enhance its variability. 

 

Table 2 demonstrated that the proposed model 

outperforms Thomas et al. [44], Antony et al. [11], 

and Rehman et al. technique [48], where the former 

used the “saliency map algorithm“ to identify and 

highlight the most visually significant regions within 

an image. The derivation of the contribution of each 

pixel is obtained by the backpropagation technique. 

The network propagates the variability in the output 

layer, revealing the pixels that have made the greatest 

contribution to this fluctuation. The pixels that would 

have the most significant impact on the projected 

score are those that undergo alterations in the input 

picture. The pixels that we perceive as the most 

predictive ones. In this representation, the intensity 

mapping is shown using an image that exhibits 

transparency for extremely low values, green for low 

values, and red for high values. The matrix of 

intensity is often known as a saliency map. Whereas 

Antony et al.'s technique [11] used mean squared 

error as a metric for evaluating the effectiveness of an 

automated knee OA severity assessment instead of 

relying on binary and multi-class classification 

accuracy. In order to get an accurate model, several 

researchers have used a multimodel method rather 

than augmentation. They employ an ensemble of 

models, each contributing to the classification of a 

picture, with one model cropping the joint space. 

When compared to our method, which employs a 

single model for the whole of the study, methods that 

use many models demand more time and resources to 

compute. Rehman et al. technique [48] carried out a 

comparative performance analysis of using different 

ML methods. The accuracy score for SVM and SGD 

approaches is 0.29, the lowest among comparisons. 

Metric performance data indicate poor scores for 

SVM and SGD algorithms in each class. The K-

nearest neighbours (KNN) earned a performance 

score of 0.63, outperforming SVM and SGD 

approaches. The KN approach earned a 0.69 

precision score. The tree-based RF approach was the 
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only one that scored well in comparison. The RF 

method scored 0.77 precision, which is lower than 

that earned in the proposed method. Clinical 

decisions about joint replacement surgery often 

collaborate both pain assessment and KL score; 

however, evidence indicates that the preoperative KL 

grade might be a prognostic factor for surgical 

outcomes. This finding provides evidence for using 

an automated tool, such as the one we have 

developed, to enhance the decision-making process 

with more informed choices. Therefore, the proposed 

model has the potential to be used in healthcare 

facilities for the prompt and precise prediction of 

knee OA or those who possess risk factors for the 

condition. 

 

A limitation of the proposed method is the time-

consuming nature of the training stage, a common 

challenge in DL and ML, especially when dealing 

with large datasets. Nevertheless, the authors 

highlight that the prediction phase of the model is 

considerably faster, swiftly processing the testing 

dataset for accurate classification. This suggests that 

the approach can efficiently analyze test data, even if 

the training step is time-intensive. The scalability of 

the approach will be assessed in future studies using 

more extensive datasets. 

 

In this study, picture resolution was reduced to 8-bit, 

potentially resulting in the loss of fine-grained image 

data. Utilizing the original image's resolution and 

filtering data could enhance the findings. It is 

important to note that the proposed method may 

benefit from additional validation studies to assess its 

effectiveness in real-world settings and to evaluate its 

generalizability to other populations and imaging 

modalities. 

 

Furthermore, exploring advanced regularization 

techniques or other strategies to reduce the model's 

complexity could optimize the training process and 

decrease training time. Overall, while the proposed 

method holds promise for detecting OA severity from 

radiographic imaging using DL, further research is 

essential to comprehensively evaluate its potential 

and limitations. A complete list of abbreviations is 

shown in Appendix I. 

 

6.Conclusion  
OA classification has become a vital problem in 

medical imaging to diagnose the degree of the 

disease. DL proved an effective methodology for 

implementing a system to deal with this challenge. 

This study proposes a DL model and a TL approach 

for categorizing knee OA radiographs into five 

stages. The technique proposes two models: a fixed 

base and a trainable head. The Mobilenetv2 network 

was selected as a base model. The recommended 

head model design comprises an average pooling 

layer followed by a fully connected layer to ensure 

network efficiency. While the proposed method 

utilized in this study was effective in identifying KL 

grades for most classes, it had slightly lower accuracy 

for grades 1 and 2, achieving an accuracy of 87%. 

This finding is consistent with other state of the art 

methods, which also found that predicting the KL 

grade for grade 1 images was more challenging than 

for subsequent grades. These findings suggest that 

predicting the severity of OA in its early stages may 

be more difficult than in later stages, which could 

have implications for early detection and treatment. 

Despite these challenges, the proposed method still 

achieved high accuracy overall, with an accuracy of 

over 90% for all other grades. The authors 

acknowledge that their methodology shown superior 

performance compared to previous models used in 

similar investigations, suggesting that their technique 

might potentially provide more efficacy in predicting 

the severity of OA based on radiographic imaging. 

Moreover, this study's findings provide further 

evidence that DL-based methods can be effective for 

detecting OA severity, which has important 

implications for improving patient outcomes. 

 

Overall, the experimental findings on the knee OA 

classification dataset suggest that the proposed 

approach can provide up to 95% accuracy in severe 

knee OA detection (stage 4). However, 

improvements are needed to overcome the 

misdiagnosis of stage 1 and 2 knee OA, with 87% 

accuracy, due to their comparable features. Our 

future work will investigate more modification 

methods to improve knee OA classification in stage 1 

and 2 while keep the best in stage 4 detection.  
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Appendix I 
S. No. Abbreviation Description 

1 ACL Anterior Cruciate Ligament 

2 AUC Area Under the Curve 

3 BMI Body Mass Index 

4 CNN Convolutional Neural Network 

5 2D Two-Dimensional 

6 3D Three-Dimensional 

7 DL Deep Learning 

8 DHL-I Deep Hybrid Learning-I 

9 DHL-II Deep Hybrid Learning-I 

10 FFNN Feed Forward Neural Network 

11 Grad-CAM Gradient-Weighted Class Activation 

Mapping 

12 HRNet High-Resolution Network 

13 KL Kellgren and Lawrence 

14 KNN K-Nearest Neighbours 

15 LAT Lateral 

16 LR Logistic Regression 

17 ML Machine Learning 

18 MOST Multicenter Osteoarthritis Study 

19 OA Osteoarthritis 

20 OAI Osteoarthritis Initiative 

21 PA Posterior-Anterior 

22 PCA Principal Component Analysis 

23 RCU Rani Channamma University 

24 RF Random Forest 

25 ReLU Rectified Linear Units 

26 RPN Region Proposal Network 

27 SGD Stochastic Gradient Descent 

28 SVM Support Vector Machine 

29 TL Transfer Learning 

30 TKR Total Knee Replacement 

31 YOLO You Only Look Once 

 

 

 


