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1.Introduction 
Brain-computer interface (BCI) is an important topic 

for researchers and the scientific community, as 

indicated by the abundance of research and study 

materials in the field. The purpose of the BCI is to 

allow interaction with any device or computer via 

brain signals. According to this definition, BCI 

strives to collect the brain signals using sensors, 

analyze and process these received signals, and then 

extract features to operate any device. Simply, it is a 

link between the brain and the device. The user can 

control the device by using the brain's neural 

activities. 

 

 
*Author for correspondence 
 

BCI was first developed for biomedical applications 

to enable physically impaired persons to move 

around by substituting for lost motor functions [1]. 

Nowadays, it includes non-medical applications as 

well [2, 3]. Newer areas of BCI research include lie 

detection, drowsiness detection, cognitive studies, 

motor imagery, virtual reality, video games, driver 

fatigue detection, stress detection, and many more. 

From these applications, cognitive ability is 

important to understanding brain functioning. 

Cognitive ability depends from person to person and 

is essential in controlling various mental activities 

[4]. BCI research has been accelerated by 

technological advances enabling processing and 

observing mental and cognitive activities [5]. Any 

cognitive task reveals how the person thinks, utilizes, 
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Abstract  
Cognitive abilities are responsible for performing various simple and complex activities that affect a person's mental 

performance. These are also responsible for different day-to-day actions in human life. In the past few years, studies on 

cognitive ability, mental performance, and mindfulness meditation have been seen more frequently. The 

electroencephalogram (EEG) is an effective technique to study brain dynamics while executing any cognitive task and 

leads to new possibilities in the brain-computer interface (BCI) field. In this study, twenty-seven (27) healthy subjects 

performed a designed cognitive task having three different states (i.e., rest, meditation, and arithmetic) to stimulate the 

brain's cognitive functions. BIOPAC-MP-160 has been used for the EEG signal acquisition of the designed cognitive task 

according to the international 10-20 data acquisition system. The EEGLAB has been used to visualize, pre-process, filter, 

and removal of noise from the data. Then phase-amplitude coupling is performed to extract the features. After completing 

the feature extraction, the classification has been performed by three different deep learning approaches, i.e., sequential 

convolutional network (SCN), multi-branch convolutional network (MBCN), and multi-branch convolutional network-

bidirectional long short-term memory network (MBCN-Bi-LSTM). The performance of the different classifications model 

has been estimated in terms of accuracy, precision, F1 score, and recall. The results demonstrated that MBCN-Bi-LSTM 

performs better than the SCN and MBCN, with a significant improvement in accuracy of 97.99%. The comparative 

analysis of the previously used deep learning and machine learning approaches to classify the EEG signal of different 

brain states substantially indicates that the proposed MBCN-Bi-LSTM model performs better in terms of accuracy and 

error rate. Also, the computational execution time of the proposed MBCN-Bi-LSTM is found to be less than the previous 

methods. The proposed classification approach may be utilized in future research to classify the various physiological 

signals. 
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and manipulates the information and how his brain 

learns to respond quickly to any given command. 

Cognitive neuroscience has grown tremendously over 

the last few decades. Clinical experiments developed 

many neuroimaging techniques in different BCI 

studies throughout the decades. The advancement and 

expansion of non-invasive data acquisition 

techniques, electrode development, and feature 

extraction techniques are the fields of neuroscience 

where remarkable improvements have been achieved 

[6].  

 

Various data acquisition techniques are available to 

extract meaningful information for BCIs. 

Electroencephalogram (EEG), functional magnetic 

resonance imaging (fMRI), positron emission 

tomography (PET), and magnetoencephalography 

(MEG) are some of the available techniques. EEG is 

a non-invasive technique where one can extract 

signals from the brain and use them for further 

processing to find valuable information. In the EEG, 

one can quantify the electrical signal generated by the 

physio-electrical activity of the brain. The EEG 

waveform varies with the electrode locations, and it 

is a complex pattern compared to other vital body 

signals such as electrocardiography (ECG). It is an 

inexpensive, affordable, safe, and readily available 

technique [7]. EEG captures the various neural 

activities due to different cognitive tasks, motor 

imagery tasks, and activities due to different mental 

workloads/stress [8, 9]. These changes are directly 

related to the subject's present state, whether it is 

stressed, calm, or having any other illness. For 

patients with mental and behavioral diseases such as 

autism, the accurate classification of neuronal 

activities plays a vital role in their treatment [10]. 

Further, healthy subjects can also improve their 

cognitive performance; that's why cognitive analysis 

is essential. The classification of different mental 

states using EEG is also helpful for the early 

detection of mental stress that can prevent 

hypertension, diabetes, and heart attack-like fatal 

conditions [11]. 

 

EEG-based cognitive and behavior assessment 

needed time and frequency domain information over 

extended scalp areas [12]. Analyzing the EEG signal 

manually is time-consuming, requires proper EEG 

background knowledge, and is expensive. Since this 

field started, various machine-learning and deep-

learning methods have played a crucial role in the 

BCI literature for mental state classification [13, 14]. 

Convolutional neural networks (CNN) attracted 

researchers due to their ability to extract high-level 

features and classification accuracy enhancement for 

different signals [15]. Automated EEG signal 

analysis decreases the possibility of human error and 

is relatively faster than conventional methods [16, 

17]. Different EEG-based imagery classifications 

also frequently use deep learning techniques [18]. 

Various deep learning approaches, such as layer-

based CNN models [19], multi-layer perceptron   

(MLP) [20], capsule network [21], and some machine 

learning approaches [22], have been utilized recently 

for EEG signal classification. Generally, the 

classification performances have been compared 

based on accuracy. Few studies are available where 

the precision, F1 score, and recall were considered. 

Except this, most of the deep learning architecture 

utilized the raw EEG data as the input, and very few 

used feature extractions before the classification. 

Most of the studies have been performed on the 

available online datasets, and very few have 

performed real-time data acquisition. All these 

factors motivated the authors to work in this field and 

to develop an EEG-based BCI system using a 

cognitive task. Thus the development of a method 

that can distinguish different metal states has become 

the central idea of this research. In our study, real-

time data has been used, and the deep learning 

approach is utilized to distinguish a cognitive task's 

different mental states. We have performed feature 

extraction instead of directly fed signals to the CNN 

to get better results. The authors designed a cognitive 

task that processed EEG signals. We used sequential 

convolutional network (SCN), multi-branch 

convolutional network (MBCN), and multi-branch 

convolutional network-bidirectional long short-term 

memory network (MBCN-Bi-LSTM)   models to 

classify the EEG signal using the phase-amplitude 

coupling (PAC) feature extraction method. Motivated 

by the previous research [23], where two different 

models were proposed and applied to the datasets to 

classify various cognitive tasks, we applied such 

models to our cognitive task dataset and compared 

the result with our proposed MBCN-Bi-LSTM 

model. Lastly, a comparison has been made between 

the approaches used in this study and previously used 

methods. The main contributions of this study are:  

 Designed a cognitive task having three different 

states, i.e., rest, meditation, and arithmetic. 

 Acquired the EEG data of the cognitive task using 

BIOPAC-MP-160. 

 Data pre-processing has been done using 

EEGLAB. 

 The classification models mentioned above 

classify the cognitive task's different states. 
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 The comparison of these models with conventional 

methods used previously based on performance 

parameters 

 

The paper organization is as follows: Section two 

describes the literature review. Section three includes 

the methodology and proposed classification 

approaches. Section four discusses the result, and 

section five is the discussion consisting of study 

limitations. Lastly, section six consists of the 

conclusion and future work. 

 

2.Literature review  
Cognitive abilities evaluate the human brain's 

performance while experiencing different situations. 

A person's ability to learn new things, process these 

things, concentrate, analytical knowledge, reasoning, 

attention, immersion, etc., influences the person's 

cognitive approach and affects daily life. An efficient 

cognitive task classification requires an effective 

feature extraction technique in any BCI system. The 

acquired EEG signal can be fragmented into different 

frequency bands, starting from delta to gamma, and 

these frequency bands are associated with different 

mental conditions. The neural oscillations produced 

in different brain regions have been directly 

correlated with different cognitive activities. 

Independent component analysis (ICA) is a typical 

method except for these other beneficial feature 

extraction methods like power spectral density 

(PSD), mean absolute value, wavelet transform 

(WT), and short-time Fourier transform (STFT) that 

are used in the time domain and frequency domain 

feature extraction [24]. Other parameters that affect 

cognitive task performances are alpha peak frequency 

[25], alpha-theta cross-frequency correlation [26], 

task engagement index, etc.  [27].  Different literature 

is available for classifying various types of mental 

activities using EEG. Dutta et al. [28] used 

multivariate autoregressive (MAR) model-based 

features to classify three cognitive tasks by the least 

square support vector machine (LS-SVM) classifier. 

Noshadi et al. [29] classified five different mental 

states using K-nearest neighbor (K-NN) and linear 

discriminant analysis (LDA) classifiers. PSD-based 

features have been used for the LDA classifier to 

classify the mental states of six subjects [30]. Gaurav 

and Kumar [31] classified three different cognitive 

tasks using MLP and SVM. In this study, the EEG 

signals were recorded for 41 subjects. Qayyum et al. 

[32] obtained EEG signals from 32 subjects during 

different multimedia learning tasks. The WT and 

CNN have been utilized for feature extraction. Zhang 

et al. [33] proposed a three-dimensional (3-D) CNN 

to classify mental workload-based arithmetic tasks in 

20 subjects. Similarly, the four levels of cognitive 

load from 13 subjects have been classified by 3-D 

CNN [34]. Recently a long short-term memory 

network (LSTM) and stacked auto-encoder (SAE) 

combined to differentiate five imagery tasks [35]. 

The deep learning method was applied to the 

anesthetic patient’s dataset for classifying various 

states of a cognitive task [36]. Deep CNN is used to 

detect displacement-related insights from the raw 

EEG signal [37]. A new approach proposed a 

compact CNN for EEG-based BCI called EEG-Net to 

extract features [38]. A CNN approach with stacked 

auto-encoders and LSTM has been used for time 

series classification [39]. Some researchers proposed 

a unique deep learning technique having MLP and 

CNN to distinguish the EEG and electromyogram 

(EMG) signals with minimum computational cost 

[40]. The suitable network parameters can be 

estimated using an optimal multi-objective method. 

The signal characteristics have been extracted and 

used to classify different states of the cognitive task. 

Samanta et al. [41] proposed A multiplex weighted 

graph method to classify a motor imagery task. An 

auto-encoder-based characteristics detection 

technique extracts the desired features for classifying 

EEG signals. Further, a common spatial pattern 

(CSP) based feature extraction technique was 

proposed during the training for artifact-related 

issues, and a convolution LSTM model was used for 

classification [42]. The STFT algorithm has been 

utilized in many studies to transform the time domain 

pattern into its frequency spectrums. This information 

was provided to the CNN architecture to extract 

discriminative features from the EEG signal [43]. 

Deep learning methods revolutionized the 

classification technique domain. They can detect the 

features automatically from a given input signal and 

offer higher classification accuracy than the machine 

learning approach, where the feature extraction 

process is mandatory [44]. Amin et al. [45] extracted 

features of EEG signals using a multi-layer CNN 

model. A fusion technique has been used to merge 

various CNN models and classify the EEG signal. A 

CNN-based transformer model has been proposed to 

classify the online available EEG dataset where three 

and four-class classifications have been done. The 

results are impressive, but the system complexity can 

be minimized in future research. Altuwarijri and 

Muhammad [46] proposed subject-based EEG 

classification, where different channel locations were 

suitably selected for different subjects. The proposed 

deep learning architecture improved the classification 

accuracy significantly. Farsi et al. [47] proposed a 
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method for EEG classification of two distinct brain 

states, i.e., normal and alcoholic. In this study, the 

classification was performed by the CNN-Bi-LSTM 

model. A promising approach, i.e., cross-frequency 

coupling (CFC), is a tool that includes information on 

various frequencies in different brain regions. Such 

interaction between different bands of frequencies 

gives us crucial information about the system that 

controls neural activities across different frequency 

bands to differentiate the cognitive task states [48]. 

Research shows how CFC correlates with different 

frequency bands and generates the distinguishing 

features for various cognitive task conditions [49]. 

PAC is a method of finding CFC where the low-

frequency phases modulate the amplitudes of high 

frequencies. Mean vector length, modulation index 

(MI), and phase values are some indicators used to 

estimate PAC values [50]. The authors proposed a 

technique to find the PAC values using the Kullback-

Leibler (KL) transformation method [51]. Hulsemann 

et al. [52] compared various techniques to classify 

different cognitive tasks, and the results demonstrated 

that PAC performs better. 

 

From the literature, it can be seen that several 

researchers use hand-crafted feature extraction and 

conventional machine-learning approaches while 

mostly using deep learning-based techniques for 

cognitive/mental task classification. In recent years, 

deep learning-based methods have increased 

cognitive/mental task classification accuracy. 

Therefore, we proposed a deep learning-based 

approach to classify a designed cognitive task. To 

achieve greater classification accuracy, the artifact 

removal, pre-processing, and feature extraction steps 

have been performed by EEGLAB and PAC 

methods.  

 

3.Methodology 

The flow diagram of the methodology is shown in 

Figure 1. The different subsections of methodology, 

i.e., cognitive task design and data acquisition, pre-

processing, feature extraction, and classification 

models, are described in this section. 

 

3.1Cognitive task design 

The authors have designed a specific cognitive task 

based on textbooks and research papers. Working 

minds, a book for cognitive task study by Crandall et 

al. [53], and a handbook on cognitive task design: 

Human Factors and Ergonomics by Salmon et al. 

[54], helped us with the cognitive task design. All the 

factors, conditions, benefits, and drawbacks from the 

literature were considered to design the task. The 

designed cognitive task consists of three states, i.e., 

rest, meditation, and arithmetic. Five minutes of data 

were collected for each condition. At rest, the test 

subjects were asked to close their eyes, feel free and 

de-attach themselves from the outside world 

interrupts and let go of thoughts. In the induced 

meditation condition, subjects listened to an Om 

chant with closed eyes at a specific frequency 

(1111Hz). During the arithmetic condition, subjects 

were asked to subtract 5 from 100. If they reached 

zero or lost track, they had to start again at 100. 

Figures 2(a) illustrate the five-minute rule for the 

task, and 2(b) shows the cognitive task protocols. 

 

 
Figure 1 Block description of the proposed 

methodology 

 

 
(a) 
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(b) 

Figure 2 Illustrates the (a) Five-minute rule; (b) 

Cognitive task protocols 

 

3.2Data description 

During the data acquisition process, EEG data of 

twenty-seven subjects (N=27, S.D.=2.18, 

Mean=30.81, Variance=4.77) were collected with a 

sampling rate of 128 Hz. Out of 27 subjects, 18 were 

men and 9 were women. Firstly, we have acquired 

the data of two F1 & F2 channels for three stages 

(rest, meditation, and arithmetic). Consecutively we 

have acquired the data of two other positions, i.e., F3, 

F4 and F7, F8, for three different mental stages. In 

the rest state for subject one, we have taken data of 

three positions and one minute allocated for each 

position. In this way, we have collected three-minute 

data of the resting stage for subject one. In the same 

way, we have collected the samples of the other two 

states, i.e., meditation and arithmetic states. The total 

number of samples for subject one of nine min was 

69120. The demography of the subjects is presented 

in Table 1. BIOPAC MP-160 was used for the EEG 

acquisition process, and EEG electrodes were located 

according to the specific task requirements. The data 

was collected on non-working days (Saturday and 

Sunday) from 4.00 p.m. IST to 7.00 p.m. IST. The 

advertisement was published in templates pasted 

within the university premises for this voluntary data 

acquisition task. Subjects signed a consent form 

where they mentioned whether they had any 

physiological problem or faced it in the past, either 

taking any medication or suffering from any illness. 

Nobody was an alcoholic, and one subject was left-

handed out of 27 subjects. There was one more 

parameter, and we investigated this too by asking the 

person how they felt when they were ready for the 

data acquisition, anxious, or feeling normal. The data 

acquisition process was postponed until the particular 

subject felt normal. The data was collected between 

November 2020 and January 2021. The electrodes 

were placed following an internationally recognized 

10-20 system, as shown in Figure 3. Before attaching 

the electrodes, the size and shape of the test subject's 

heads were considered. The head was measured 

individually by Cadwell tape, and electrodes were 

placed with the exact measurement of the dimensions 

of the individual head. Several calculations were 

carried out with each subject for the results of six 

different frontal positions. 

 

 
Figure 3 Electrode placements: international 10-20 

system (positions Fp1, Fp2, F3, F4, F7, F8) 

 

The placement of the electrodes was rechecked 

before starting the subsequent measurement. First, 

the EEG electrodes were placed in Fp1 and Fp2 

positions, and the data was recorded for the designed 

cognitive task. Then the same pattern was repeated 

with changed electrode positions, i.e., F3, F4, and F7, 

F8 with Ag/AgCl electrodes. The scalp surfaces were 

cleaned with a disinfectant to minimize the 

impedance before attaching the EEG electrodes. 

Placing the electrodes in different positions was 

relatively easy (i.e., in most male subjects). Still, in 

some cases (i.e., female subjects), placing the 

electrodes was difficult at F3, F4, F7, and F8 

positions due to the interference of hairs. All 

participants were asked to come with a cleansed scalp 

and hair to reduce excess oil, dandruff, and dirt from 

the scalp. Therefore, several attempts have been 

made to extract the data from these positions. The 

data were collected in the laboratory when no other 

person/student was present to make the noise and 

interruptions. The appropriate time was the evening 

when the laboratory was empty, and the off days 

were chosen for the same reason. The subjects were 

asked to be available for this voluntary activity on 

non-working days. Some test subjects are shown in 

Figure 4 during the task. 
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Table 1 Demography of subjects 

No. of 

subjects 

Gender/ 

Age 

Education status The present state 

of mind 

Alcoholic Any 

physiological 

problem 

Any 

medication 

27 31+-4 years 

18M,9F 

We chose all the 

graduate subjects. For 

better results, we 

decided only on 

engineering graduates. 

 Suppose a subject is 

found depressed or 

stressed and non-

eligible to give data. 

We tried the next 

day with that 

subject. 

None None One is 

diabetic 

type 2, so 

we exclude 

him from 

this data 

acquisition 

process. 

 

  
Figure 4 Different subjects during data acquisition 

 

3.3 Data pre-processing 

In this study, a cognitive task has been designed 

(having three different states). BIOPAC-MP-160 has 

been used for data acquisition. Then the raw data is 

pre-processed in the EEGLAB. The primary filtering 

(0.5 to 40 Hz) has been performed with a second-

order Butterworth low-pass filter. Data visualization 

has also been done to remove unwanted spikes and 

exogenous artifacts from the data. The artifacts and 

noises have been extracted using EEGLAB. Some 

significant functions of EEGLAB are filtering, 

artifact removal, re-referencing, resampling, ICA 

implementation, etc. The data visualization of 

channels F3 & F4 with respective topographic plots 

are also shown in Figure 5. After the pre-processing, 

the data was used for PAC for the MI value findings. 

The mathematical modeling and the various steps are 

explained in this section. 

 

 
                (a)                                                                      (b) 

Figure 5 illustrates the (a) Visualization of pre-processed EEG data of channels F3 & F4; (b) Respective 

topographic maps in a 2-D circular view 

 

3.4Feature extraction 

In this study, the authors have generated 

discriminative features, i.e., MI values using PAC 

that reduces the dimensions of the signal and makes it 

easy to intercept the patterns corresponding to the 

different states of the cognitive task. The process 

flow diagram of MI values finding is illustrated in 

Figure 6. The phase angles of EEG signals have been 



International Journal of Advanced Technology and Engineering Exploration, Vol 10(100)                                                                                                             

309          

 

estimated by Hilbert transform in lower frequency 

ranges of alpha and theta bands with a band-pass 

filter. It provides us several phase-related time series 

outputs. The amplitudes related to high frequencies 

have been extracted from the high-frequency EEG 

ranges using a band-pass filter. It provides us several 

amplitude-related time series points. The MI values 

for every electrode have been calculated from these 

phases and magnitude values applying the Hilbert 

transform for the different cognitive task states. The 

MI values are the features that suitably best 

distinguish the different states of any 

cognitive/mental task. These extracted MI features 

for the different cognitive task states were fed as the 

input to the proposed architectures to differentiate the 

cognitive task states. 

 

 
Figure 6 Block diagram of MI value estimation 

 

The following are the stages involved in finding the 

MI values: 

Stage 1. The EEG data extracted from the EEGLAB 

d(t) is segmented into frequency bands f1 and f2. The 

filtered signals will be df1(t) and df2(t). 

Stage 2. Then, the Hilbert transform is used to extract 

the phase [Pf1(t)] and the amplitude [Af2(t)] and then 

created a combined time series [Pf1(t), Af2(t)], which 

provides the amplitude of f2 oscillation at each 

segment of f1 pulse. 

Stage 3. The phases Pf 1(t) are then segmented. We 

find the mean amplitude distribution for each phase 

segment. It shows the mean Af2 value at the phase 

sector k as Af2Φf1 (k). 

Stage 4. Normalization of mean amplitude Af2Pf1 

has been calculated by separating the value at each 

segment by the adding it over all sectors. M is the 

number of total phase sectors. The amplitude vs. 

phase plot can be determined to plot X(k) against the 

phase sector. X(k) can be calculated by Equation 1. 

 ( )        ( ) ∑        
   (1) 

Stage 5. The deviation of amplitude dispersal Z from 

uniform dispersal denotes the PAC. Kd distance is 

utilized to quantify this deviation where Kd is the 

width of Z from a uniform dispersal (Ud) which is 

associated to Shannon entropy specified by Equation 

2. 

   (    )     ( )  [∑  ( )    [ ( ) 
   ] (2)  

 
where,    ( ) denotes the greatest possible entropy 

for uniform distribution and [∑  ( )    [ ( ) 
   ] 

denotes the entropy, so the Kd distance is the 

deviation between the entropy and the greatest 

possible entropy. 

Stage 6. Ultimately, the MI values have been easily 

determined using Equations 3 and 4. 

   
   ( ) [ ∑  ( )    [ ( )]

 
   ]

   ( )
  (3) 

   
   (    )

    ( )
    (4)  

This MI calculates the difference between the phase-

amplitude distribution and the uniformly distributed 

KL divergence. 

 

3.5Proposed deep learning architecture 

A CNN is a network architecture for deep learning 

which learns directly from data. CNNs are 

particularly useful for finding patterns in images to 

recognize objects. They can also be quite effective 

for classifying non-image data such as audio, time 

series, and signal data. Deep learning is a subset of 

machine learning consisting of algorithms inspired by 

the human brain's or neural networks' functioning. It 

has been observed from previous research that CNN 

is able to capture only short-term dependencies of the 

temporal sequence of input fixed-length vector. The 

time series data, which contains a series of points, are 

not able to infer any particular state; therefore, long-

term dependencies are required to retain in deep 

learning models for the improvement in the 

recognition task. In this research, we have combined 

CNN and Bi-LSTM to retain both short- and long-

term dependencies. The LSTM networks are proved 

very successful in case time series sequences for 

inferring the various states. A classifier model has 

been proposed to classify the three different states of 

a designed cognitive task upon receiving a set of 

featured vectors. The classifier employed and the 
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extracted features also affect the efficiency of a BCI 

system [55]. In the previous literature, the EEG 

signal was given as the CNN input to classify the 

motor imagery task [56] directly. Before discussing 

our proposed MBCN-Bi-LSTM model, the authors 

want to remind the previous methods used in the 

literature were SCN and MBCN [23]. Typically, a 

CNN block consists of various layers and activation 

functions [57]. In our proposed models, there are 

three branches (i.e., 1,2,3). The different MI values 

have been created for every subject, test, and 

electrode position using PAC and given as inputs of 

branches 1, 2, and 3. The mathematical equation for 

the generalized Conv1D at depth r with the input x
(p)

 

where p ranges from 1 to P is given in Equation 5: 

 ( )( )  ∑ ∑   
(   )( ) ( )(     

 
 
 

 )    
( )( )            (5) 

 

Where K is the kernel size,   
(   )

 Is the weight 

matrix and   
( )

 is the bias vector, the total number of 

feature maps for the input layer is symbolized as P, 

and N is the output length. The network parameters 

in the Conv1D layer are learned via backpropagation 

to reduce the classification error. The authors 

designed architecture with a one-dimensional (1D) 

CNN, batch normalization layer, and activation 

function named rectified linear unit (ReLU) and these 

blocks are stacked. The SoftMax activation function 

was used in the end. The SCN model used in the 

previous paper has two main blocks convolution and 

a fully connected block. The output of the 

convolution block, which contains various layers and 

activation functions, is provided to the input of a 

fully connected dense layer. The CNN block has 

several layers: batch normalization, dense, max 

pooling, and activation. Typically, it can be seen that 

if we increase the length of CNN architecture, the 

accuracy is also enhanced, but the computation cost 

also increases. The authors proposed a recurrent 

networks-based deep learning architecture that 

converts and mixes the input at different levels, with 

three Convolution layers connected parallel. This 

technique provides feature findings in various time 

segments. The next MBCN model has two essential 

architectures: LSTM and CNN architecture. The 

Dropout and Global average pooling values have 

been included to remove the complexity and 

overfitting. The block description of the proposed 

MBCN-Bi-LSTM model classifier is demonstrated in 

Figure 7. This model consists of three heads, each 

having similar inputs extracted from the different 

states of the cognitive task. Each head has a Conv1D 

layer and 128, 64, and 32 filters, respectively. 

Based on the extracted features of different scales of 

different temporal locations, the size of the filters for 

head-1, head-2, and head-3 are 3, 5, and 7, 

respectively. The input vector is provided to Conv1D, 

and the ReLU activation function is used. The input 

is followed by three different branches with a filter 

size of 3, 5, and 7 in Head-1, Head-2, and Head-3, 

respectively. A dropout layer with a drop factor of 

0.3 follows the second Conv1D layer. The dropout 

layer is used to overcome the overfitting issues. 

Dropout is a method in which the arbitrarily chosen 

neurons are neglected during training, i.e., their 

participation in the activation of downward neurons 

is temporarily extracted on the propulsive parts, and 

anywhere changes are not applied to the neurons on 

the previous pass. Next comes a max-pooling 1D 

layer with pool size=2. Maximum pooling is 

performed to condense the dimensions of the feature 

maps. 

 

The generalized Equations for max-pooling and 

ReLU activation function are presented in Equation 6 

to Equation 8. 

  ( )( )     ( ( )(    )  ( )( )) (6) 

Where Y is the output from the previous layer 

   
( )( )       (  ( )( )  

    (    ( )( ))   (7) 

  
( )( )       ( ( )( )      (   ( )( ))  

     (8) 

 

Three branches of the proposed method provided 

three outputs; therefore, before delivering it to the 

LSTM layer, we concatenate the three outputs to 

convert them as a single input vector. 

 

Concatenation (branch_1 o/p, branch_2 o/p, branch_3 

o/p)  

 

An LSTM model generally consists of three gates: 

forget, input, and output. 

(1): Forget Gate. A sigmoid function ( ) is usually 

used for this gate to decide what information needs to 

be removed from the LSTM memory. The output of 

the forget gate is represented in Equation 9. 

     (              )  (9) 

 

Xt is the input at time t, ht is the cell state, and W and 

b denote the weight and bias, respectively. 

(2): Input Gate. This gate decides whether or not the 

new information may be added to the LSTM 

memory. This gate contains two layers, i.e., a 

sigmoidal ( )  layer that decides the value that has 
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been updated. The second layer, i.e., the "tanh" layer, 

creates the vectors for new values that may be added 

to the LSTM. The output of these two layers is 

represented in Equations 10 and 11. 

     (              )  (10) 

         (                 (11) 

 

Where ct indicates the vector of new values, 

combining these two layers provides an update to the 

LSTM memory. Here the current value is forgotten 

using the forget gate layer by multiplying the old 

value (i.e., ct−1) followed by adding the new 

candidate value it ∗c˜ t. Equation 12 represents its 

mathematical equivalence:  

                    )   (12) 

 

Where ft is the result of the forget gate. 

(3): Output Gate. This gate uses a sigmoid layer ( ) 
to judge which part of the LSTM memory contributes 

to the output. Then, it performs a non-linear tanh 

function to lie these values within −1 and 1. Lastly, 

the result is multiplied by the output of a sigmoid 

layer. The following Equations 13 and 14 represent 

the formulas to compute the output: 

     (              )  (13) 

             (  )   (14) 

 

Where ot is the output value, and ht is its 

representation as a value between −1 and 1. 

 

The Bi-LSTMs is an extension of the described 

LSTM models in which two LSTMs are applied to 

the input data. In the first round, an LSTM is applied 

on the input sequence (i.e., forward layer). In the 

second round, the reverse form of the input sequence 

is fed into the LSTM model (i.e., backward layer). 

Applying the LSTM twice leads to improving long-

term learning dependencies and, thus, consequently, 

will enhance the accuracy of the model [58]. Two Bi-

LSTM layers are used in the architecture to improve 

the model performance. The first Bi-LSTM layers 

contain 64 units that are fed into the next Bi-LSTM 

layer having 128 units. The next is a batch 

normalization layer which accelerates the training 

and provides some regulation by maintaining the 

epochs and reducing generalization errors. It 

preserves data flow and then categorizes the input 

using the softmax enable function at the output layer. 

The activation function determines a neuron's activity 

status. It will use a basic mathematical operation to 

determine whether the neuron's input to the network 

is necessary throughout the reduction process. Table 

2 consists the hyper parameters of the proposed 

model. 

 

Table 2 Hyper-parameters 

S. No. Parameter  Values 

1 Optimizer Adam 

2 Loss Categorical cross-

entropy 

3 Epochs 500 

4 Learning rate 0.0001 

5 Batch size 400 

6 Metrics Accuracy 

 

 
Figure 7 Block description of the proposed model 



Hitesh Yadav and Surita Maini 

312 

 

4.Result 
EEG signals were recorded from different subjects 

with their written consent using BIOPAC-MP-160 in 

a real environment for further processing. A total of 

7860 samples were extracted from a one-minute data 

sample of EEG. In the SCN model from 2510 

samples at-rest state, 2280 were predicted true, 

i.e.90.84%. The performance indicators included in 

this study are the F1-score, recall, precision, 

accuracy, and confusion matrix. We may infer the 

fundamental definitions of recall, precision, and 

accuracy from the literature; for example, accuracy is 

defined as the proportion of adequately classified 

samples to all accessible samples. When the activities 

are correctly classified, they are noted as true 

positives (TP) and true negatives (TN); however, 

incorrect classification results in false negatives (FN) 

and false positives (FP). These parameters can be 

used to define the performance measures, including 

accuracy, precision, recall, and F1 score from the 

following Equation 15 to Equation 18. 

         
     

           
   (15) 

 

The ratio of all the positive predicted samples 

correctly to the total number of samples available is 

defined as the precision. 

          
  

     
   (16) 

 

The ratio of positives predicted correctly to the actual 

number of positive samples is known as recall. 

       
  

     
    (17) 

 

The mean of the recall and precision is known as F1-

score. 

         
                  

                
  (18) 

 

The entire misclassification rate is displayed in the 

confusion matrix. The columns indicate the erroneous 

labels the classifier predicted, and the rows reflect the 

genuine ones. It provides the classification 

performance of the model. Table 3, 4, and 5 shows 

the confusion matrix for the cognitive task 

classification having three different states, i.e., rest, 

meditation, and arithmetic. 

 

The accuracy, precision, recall, and F1 scores were 

obtained from the designed cognitive task EEG 

dataset. While in the previous literature, the methods 

provided the comparisons of different techniques in 

terms of accuracy only and significantly fewer 

descriptions of the precision, recall, or F1-score are 

available. The EEG dataset acquisition is a crucial 

step in minimizing the overlapping of frequency 

components. Subjects sat relaxed with their eyes 

closed without clenching their jaws with eyes closed 

to reduce artifacts. Our proposed approach is 

validated by taking 30 % of the total data points as 

the testing set and 70% as the training set. 

 

Table 3 Confusion matrix for SCN (Accuracy 88.94) 

Actual \ Predicted Rest Meditation Arithmetic 

Rest 2280 110 120 

Meditation 204 2776 280 

Arithmetic 52 80 2278 

 

Table 4 Confusion matrix for MBCN (Accuracy 

91.01) 

Actual \ Predicted Rest Meditation Arithmetic 

Rest 2200 150 160 

Meditation 160 2400 200 

Arithmetic 50 60 2300 

 

Table 5 Confusion matrix for MBCN-Bi-LSTM 

(Accuracy 97.99) 

Actual \ Predicted Rest Meditation Arithmetic 

Rest 2508 2 0 

Meditation 69 2601 90 

Arithmetic 1 1 2408 

 

The models were trained on a laptop running 

Windows 10 64-bit, an Intel Core i5 processor 

clocked at 2.2 GHz, and 4 GB of RAM. Five hundred 

epochs of the data set, with a 64-batch training size, 

were divided into 70:30 training and validation 

portions. The training and validation accuracy plots 

for SCN, MBCN, and MBCN-Bi-LSTM obtained for 

the cognitive task EEG dataset are displayed in 

Figures 8, 9, and 10. We can say that the results for 

MBCN-Bi-LSTM have greater accuracy than both 

SCN and MBCN models, and these models can 

classify the cognitive task states effectively. Table 6 

shows the cognitive test's precision, recall, and F1-

score states of these different models. The proposed 

model provides higher accuracy than others. Figure 

11 expresses the bar graph of precision, recall, and F1 

score in the three different states of the cognitive 

task, i.e., rest, meditation, and arithmetic. 
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(a)                                                                    (b) 

Figure 8 (a, b) Accuracy and model loss curves for SCN 

 

 
                    (a)                                                                              (b) 

Figure 9 (a, b) Accuracy and model loss curves for MBCN 

 

 
                                         (a)                                                                       (b) 

Figure 10 (a, b) Accuracy and model loss curves for MBCN-Bi-LSTM 
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Table 6 Classification results: SCN, MBCN, MBCN-Bi-LSTM 

Cognitive 

state 

SCN model MBCN model MBCN-bi-LSTM model 

Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score 

Rest 89.90 90.83 90.35 91.28 87.64 89.41 97.28 99.92 98.58 

Meditation 92.29 82.46 87.09 91.95 86.95 89.37 99.88 94.23 96.17 

Arithmetic 85.00 94.52 89.53 86.46 95.43 91.22 96.39 99.91 98.11 

 

 
                          (a)                                                                              (b) 

 
(c) 

Figure 11 Bar graph of precision, recall, and F1 score for different stages of the brain (a) Model SCN, (b) Model 

MBCN, (c) Model MBCN-Bi-LSTM 

 

5.Discussion 
Various standard features such as spectral analysis, 

PSD, Event-related potentials (ERPs), powers in 

different frequency bands, and alpha band 

relationships were extracted during the tasks by Hu 

and Zhang [59]. The early detection of Alzheimer 

disease (AD) by mild cognitive impairment (MCI) 

has been proposed by Fouladi et al. [60]. The authors 

proposed two different deep learning architectures for 

the classification of subjects into AD, MCI, and 

healthy control using 19-channel scalp EEG data. 

Modified CCN found an average accuracy of 92%. 

Various research articles have presented the 

classification of EEG signals associated with a 

mental task. In contrast, the deep neural network 

(DNN) classifier has been used to classify the EEG-

based mental task classification, and the accuracy 

achieved 77.62% [61]. PAC was utilized for feature 

extraction purposes. In the case of machine learning 

approaches, the user must have to reduce the signal in 

its features, and then a suitable classifier is used to 

classify these features. In deep learning methods, the 

classifier can automatically detect the features. A 

CNN performs better than the older conventional 

methods for better learning and classification 

accuracy. A multiscale high-density convolutional 

neural network (MHCNN) has been proposed to 

classify EEG task states (before and after cognitive 

training), and the classification results were 

compared with CNN. The results show that MHCNN 

outperforms with an accuracy of 98% [62]. A CNN-

based automatic sleep stage detection has been done 

by Cui et al. [63]. The previous literature used 

conventional feature extraction methods and 

classification techniques but utilized automatic sleep 

stage prediction. An average accuracy of 92.2% has 

been achieved in the classification of five stages of 

sleep using the online available sleep dataset from the 

Institute of System and Robotics, University of 

Coimbra (ISRUC). The automatic features were 

extracted in 30 seconds. A cascaded recurrent neural 

network-based-LSTM network has been used to 
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assess neurocognitive performance [64]. The average 

achieved accuracy was 86.7, with an error rate of 

13.3. An improved neural network (INN)-based EEG 

signal classification has been performed by 

Nagbhushanam et al. [65]. Two layers of LSTM and 

a four-layer improved CNN algorithm has been 

proposed to classify the signal. An average accuracy 

of 78.92 has been achieved by this method. The EEG 

dataset of Temple University for the normal and 

abnormal mental conditions has been used to classify 

these two mental conditions. They used 1D CNN for 

classification purposes. The study error rate was 

found 20.06, which is relatively lower than the 

previous studies. Alcoholism is another state of the 

brain that affects the person's cognition. Farsi et al. 

[47] proposed a method to classify the EEG data of 

the alcoholic and non-alcoholic states of the brain. 

Two deep learning-based approaches have been used 

to classify the EEG signals. In one of the approaches, 

the authors extracted features of the signal using the 

PAC method, and then the extracted features were 

used as the input to the CNN. In the second approach, 

the raw EEG data are directly used as the input to the 

LSTM-based classifier. They found that better 

classification was achieved when the raw data was 

directly applied to the deep classifier. Dvorak et al. 

[66] classified cognitive behavior from the EEG 

signal. Eight different cognitive tasks have been 

performed. Three different methods, i.e., power 

analysis, phase locking value estimation, and PAC, 

have been used to classify these tasks. The authors 

found that the PAC has the second maximum 

classification accuracy of 78.8%. In contrast, when 

all three measures were combined, the dataset 

obtained an overall prediction accuracy of 82.3%. 

Yildirim et al. [67] proposed a deep 1D CNN model 

for the classification of normal and abnormal mental 

states using EEG signals. Different mental states, i.e., 

focused, unfocused, and drowsiness, have been 

classified by Aci et al. [68]. Different approaches like 

SVM, K-nearest neighbour (KNN), and neuro-fuzzy 

have been utilized for classification purposes, and the 

authors found the maximum accuracy with the SVM 

classifier of 96.70%. Toa et al. [69] proposed a 

method to detect the attention level, i.e., whether the 

subject is attentive or inattentive. The proposed 

convolution attention memory network (CAMNN) 

model outperforms to the previously used method 

with an accuracy of 92%. Mohanavelu et al. [70] 

used different machine learning approaches to 

identify the mental workload of the flight pilots 

during different phases of flight, i.e., takeoff, landing, 

etc. Using EEG features, the cognitive workload was 

classified, and the LDA performed better than the 

other two methods. The SCN and MBCN models 

have been proposed in [23]. The authors applied 

these SCN and LSTM models in the acquired EEG 

dataset, getting an accuracy of 88.94% and 91.01%, 

respectively. At the same time, our proposed MBCN-

Bi-LSTM model gives us an accuracy of 97.99 %. 

This MBCN-Bi-LSTM architecture has various 

convolutional layers, and the feature map length has 

been reduced at each layer more accurately. The 

Accuracy and classification techniques have been 

compared in Table 7. 

 

Table 7 Comparison of performance with different methods for cognitive task classification 

Approach References Classification accuracy Cognitive /mental state Error rate 

CNN Fouladi et al. [60] 92.00 AD detection by cognitive task 8.00 

DNN Siddiqui et al. [61] 77.62 Mental task  22.38 

MHCNN Wen et al. [62] 98.00 Cognitive task 2.0 

RNN plus LSTM Cui et al. [63] 92.2 Different sleep stages 7.8 

CNN Michielli et al. [64]  

 

86.7 Cognitive/mental capacity 

assessment 

13.3 

INN Nagabhushanam et 

al.[65] 

78.92 Mild cognitive task 21.08 

LSTM Forsi et al.[47] 93.00 Alcoholic, non-alcoholic 7.00 

ML Dvorak et al.[66] 82.3 8 cognitive tasks 17.7 

CNN  Yildirim et al. [67] 79.94 Normal, abnormal 20.06 

ML Aci et al.[68] 97.87 Rest, focused, unfocused, 

drowsiness 

2.13 

CAMNN Toa et al. [69] 92.00 Attentive, inattentive 18.00 

LDA Mohanavelu et al. [70] 72.44 Cognitive workload 27.56 

MBCN, SCN Sucheta et al. [23] 88.33 4 cognitive tasks 11.67 

SCN This Study 88.94 Rest, meditation,  

Arithmetic 

11.06 

MBCN 91.09 8.91 

MBCN-Bi-

LSTM 

97.99 2.01 
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We have achieved better classification accuracy from 

our proposed model than in the previous literature. 

We have three states of mental condition and 

achieved accuracies of 88.94, 91.09, and 97.99. The 

error rate is relatively low than the previous methods. 

 

5.1 Different feature combinations of the proposed 

model 

Table 8 shows the various possible combinations of 

the proposed architecture. In model A, Branch 1 has 

64 filters, filter size 5, activation function ReLU, and 

dropout is 0.4%. Branch 2 has 32 filters with filter 

size 5, activation function ReLU and drop out of 

0.4%. In the third branch of model A, we used 128 

filters with size 3. In the convolution layer, the 

activation function is ReLU and has a dropout of 

0.4%. The average accuracy of model A is 95.07. In 

the same manner, Model B contains three branches. 

The first branch has 32 filters with filter size 3 having 

ReLU activation function with a dropout of 0.5%. 

The second branch has 128 filters with filter size five 

and a ReLU activation function with a dropout of 

0.5%. The third branch has 64 filters, and three 

branches have activation function ReLU and dropout 

of 0.5%. The overall average accuracy of Model B 

has been seen as 95.80. Similarly, in model C and the 

proposed one, the filter size, no. of layers, activation 

function used, and dropout % are shown in Table 8. 

Our proposed model has relatively better 

classification accuracy, i.e., 97.99, than the other 

possible combinations. 

 

Table 8 Different possible combinations of the proposed architecture 

 Filter Filter size Layer Activation Dropout% Branch no Accuracy 

 

Model A 

64 5 convolution ReLU 0.4 1  

95.07 32 7 convolution ReLU 0.4 2 

128 3 convolution ReLU 0.4 3 

 

Model B 

32 3 convolution ReLU 0.5 1  

95.80 128 5 convolution ReLU 0.5 2 

64 3 convolution ReLU 0.5 3 

 

Model C 

32 3 convolution ReLU 0.3 1  

96.02 128 5 convolution ReLU 0.3 2 

64 7 convolution ReLU 0.3 3 

 

Model D 

16 3 convolution ReLU 0.5 1  

96.69 64 7 convolution ReLU 0.7 2 

32 3 convolution ReLU 0.5 3 

 

Proposed 

128 3 convolution ReLU 0.3 1  

97.99 64 5 convolution ReLU 0.3 2 

32 7 convolution ReLU 0.3 3 

 

5.2 Study limitations 

The proposed MBCN-Bi-LSTM model is complex, 

so the system complexity has to be reduced in the 

future. Due to its complex structure, the 

computational burden is also high. That's why a less 

complex system with fewer layers must be developed 

to overcome this issue. The proposed model has been 

used only on the EEG dataset. More physiological 

datasets, such as EMG and ECG with different 

conditions, are also implemented in our proposed 

model, and the results can be compared with existing 

research. One of the important factors during the 

classification stage is the number of states. Our 

acquired dataset has three stages, i.e., rest, 

meditation, and arithmetic. More the number of states 

may directly affect the system's accuracy. A dataset 

with more classes can be classified with the proposed 

model. The available online datasets may provide 

better accuracy with the proposed model. The 

number of participants is also important for any 

cognitive/ mental state classification. But ethical 

concerns make it difficult to prepare the participants 

for the study/experimentation. In the present study, 

we have 27 participants, but this number can be 

increased to 50-100 participants to make the 

proposed system more reliable. A complete list of 

abbreviations is shown in Appendix I. 

 

6.Conclusion and future work 
In this paper, MI values were measured by PAC 

performed on dataset EEG. The authors developed an 

MBCN-Bi-LSTM and compared its classification 

results with the previous techniques to classify given 

EEG signals for the cognitive task. The MI values 

have been used as features for the different states of 

the task, and these MI values have been associated 

with the amplitude and phase components of the 

different states of the dataset. Data acquisition is 

complex, i.e., accurately performing the different test 

states simultaneously with the subject. In future 
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work, one can increase the cognitive task state and 

perform these techniques on these states. For real-

world applications, one can use this classification 

method when some people are performing 

meditation/rest/arithmetic or some different state 

means to say whether the person is immersed in the 

state or not. The dataset can be taken by various 

wireless instruments and performed in a real-time 

application. The whole scalp can be included in 

further research as we focus on the frontal lobe. The 

possibilities of more detailed research in this area are 

available. 
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Appendix I 
S. No. Abbreviation Description 

1 1D One Dimensional 

2 3D Three Dimensional 

3 AD Alzheimer Disease 

4 BCI Brain-Computer Interface 

5 CAMNN Convolution Attention Memory 

Network 

6 CFC Cross-Frequency Coupling 

7 CNN Convolutional Neural Network 

8 CSP Common Spatial Pattern 

9 DNN Deep Neural Network 

10 DRNA-Net Deep Neural Network-Based 

Dynamic Residual Network 

11 ECG Electrocardiography 

12 EEG Electroencephalogram 

13 EMG Electromyogram 

14 ERP Event-Related Potential 

15 fMRI Functional Magnetic Resonance 
Imaging 

16 FN False-Negative 

17 FP False-Positive 

18 ICA Independent Component Analysis 

19 ISRUC Institute of System and Robotics, 
University of Coimbra 

20 INN Improved Neural Network 

21 KL Kullback-Leibler 

22 KNN K-Nearest Neighbour 

23 LDA Linear Discriminant Analysis 

24 LS-SVM Least Square Support Vector 

Machine 

25 LSTM Long Short-Term Memory Network 

26 MAR Multivariate Autoregressive 

27 MBCN Multi-Branch Convolutional Neural 
Network 

28 MBCN-Bi-

LSTM 

Multi-Branch Convolutional Neural 

Network Bi-Directional Long 
Short-Term Memory Network 

29 MCI Mild Cognitive Impairment 

30 MEG Magnetoencephalography 

31 MHCNN Multiscale High-Density 
Convolutional Neural Network 

32 MI Modulation Index 

33 ML Machine Learning 

34 MLP Multi-Layer Perceptron 

35 PAC Phase Amplitude Coupling 

36 PET Positron Emission Tomography 

37 PSD Power Spectral Density 

38 ReLU Rectified Linear Unit 

39 SAE Stacked Auto-Encoder 

40 SCN Sequential Convolutional Network 

41 STFT Short-Time Fourier Transform 

42 SVM Support Vector Machine 

43 TN True-Negative 

44 TP True-Positive 

45 WT Wavelet Transform 

 

 


