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1.Introduction 
Hackers have evolved at a faster rate in terms of their 

capabilities because of precise technological 

developments like networks and communication 

systems. These crooks are constantly looking for new 

ways to jeopardize the security of computer networks 

(CN). Intrusion detection systems (IDS) consequently 

automatically become important parts of a CN. An 

IDS is a piece of software or hardware that tracks a 

company’s network for potential threats. Meanwhile, 

an IDS is capable of reacting to and reporting any 

fraudulent activity. Node-based or host-based IDS 

(HIDS) [1, 2] Network based IDS (NIDS) or 

distributed-based IDS (DIDS), and hybrid-based IDS 

(HYIDS) are the three basic categories into which 

IDSs fall based on the unique IDS operation concept, 

this classification was created. 

 

 
*Author for correspondence 

The primary fundamental design goals of IDS are a 

decrease in false positive (FP) alerts and an increase 

in detection accuracy. Subsequently, when designing 

and implementing any IDS, that perspective must be 

taken into consideration [3]. In currently decades, 

machine learning (ML)-based IDS have taken over as 

the industry standard. According to ML systems may 

now potentially learn from the past and improve. 

Broadly speaking, the two ML philosophies of 

supervised ML and unsupervised ML can be 

separated. Models are learned using labeled data in 

supervised ML [4]. Unsupervised ML uses 

unstructured data to train models. 

 

The multiclass and binary classification objectives 

are carefully taken into consideration when using 

supervised ML techniques in this study. The 

classification process occurs whenever a supervised 

ML technique is asked to identify a specific quality. 

The training data for the techniques in this 

configuration frequently has large sizes and high-
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dimensional value spaces. Supervised ML techniques 

require a while time to test and train, according to the 

quantity of the data. To reduce the quality of 

attributes needed for the testing and training stages, 

feature engineering operations must be carried out. A 

feature reduction method inspired by filters is applied 

to the work presented in this research, taking into 

account the features produced and important metrics 

produced by the XGBoost algorithm [5]. 

 

K-nearest neighbour (KNN), logistic regression (LR), 

support vector machine (SVM), convolutional neural 

network (CNN), and decision tree (DT) are examples 

of supervised ML techniques for IDS that we used in 

our experimental methods. The dataset UNSW-NB15 

is used [6, 7] and the XGBoost approach to build a 

reduced and ideal feature vector by computing the 

feature importance measure for each feature. 

Additionally, for each of the chosen ML algorithms, 

both the binary and multiclass classification systems 

have been included in our performance study [8]. 

Supervised ML techniques, especially those applied 

to binary and multi-class classification tasks are 

examined in this research. When a supervised ML 

model is assigned the duty of predicting a discrete 

value, the classification operation takes place [9]. 

Large datasets with a high-dimensional feature space 

are typically used to train the models in this setup. 

Training and testing supervised ML models can be 

time-consuming because of their complexity. In order 

to reduce the number of attributes needed for the 

testing and training stages, feature engineering 

procedures are crucial. The work discussed in this 

paper considers a filter inspired attributes reduction 

method that makes use of the feature relevance 

measurements produced by the XGBoost method. 

When you use the filter-inspired feature extraction 

approach instead of the wrapper based feature 

extraction technique, the feature space reduction step 

is done separately from the classifier that makes the 

final predictions [10]. In addition, a comprehensive 

literature analysis is carried out, and the outcomes of 

this study are contrasted with those of the numerous 

ML approaches that were surveyed. 

 

The key objective of this work is to classify the 

intrusion by selecting features based on their 

classification accuracy. The motivation of the work is 

to perform binary and multi-class classifications on 

the different ML methods. The contributions of this 

original study summary use the following: First, a 

description of appropriate work is given. A summary 

of all the ML methods applied in this study is given. 

Furthermore, information is provided regarding the 

UNSW-NB15 dataset. Similarly, all of the algorithms 

used during the experimental methods are detailed, 

along with the recommended IDS strategy. The 

experimental procedures and discussions are then all 

compiled into a single presentation. 

 

The organization of the paper into the following 

sections: The literature review is described in section 

2. The methodology presented in section 3. The 

section 4 discusses the results, and section 5 shows 

the findings of the results analysis. Section 6 covers 

the conclusion and further work. 

 

2.Literature review 
The KDDCup99 and UNSW-NB15 network datasets 

[11] were used in the implementation of the genetic 

algorithm (GA) and LR, wrapper-based attribute 

choosing approaches by the researchers [12]. The 

findings indicate that after numerous simulations 

were performed, the DT classifier with GA and LR in 

combination was able to achieve an identification 

outcome of 81.42% and 6.39% for the false alert rate 

(FAR) by using 20 of the 42 attributes available in 

the UNSW-NB15 dataset attribute vector. Using 18 

features, the GA-LR and DT classifiers were able to 

recognize the KDDCup99 dataset with an 

identification value of 99.90% and a FAR value of 

0.11%. 

 

The filter-based solution for distributed denial of 

service (DDoS) identification relief factor reported 

by the authors in [13] utilized a number of filters: 

information gain (IG), gain ratio, chi-square, and 

relief are three filtering methods. The researchers 

used the dataset for network security dataset (NSL-

KDD) attack identification to demonstrate how well 

the system worked. The DT algorithm was used by 

the authors for classification, and k = 10 cross 

validation was used to train and validate the 

algorithm. The trial results showed that the DT-

classifier only used 13 out of the 42 attributes to 

achieve an identification accuracy rate of 99.67% and 

a FAR of 0.42%. The study, however, did not go into 

considerable length on the multi-class prediction 

issue of the NSL-KDD dataset. 

 

In [14], IDS is described in conjunction with a filter 

inspired input reduction technique. For assessment in 

this study, multiple datasets, like the KDDCup99, the 

NSL-KDD, and the Kyoto2006, were used. The 

authors of this research looked into the flexible 

mutual information (FMI) technique to make claims 

about potential correlations between various input 

variables. A non-linear correlation metric is the FMI. 
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The least square SVM (LS-SVM) classifier was 

employed in the experiments. The outcomes 

demonstrated that the LS-SVM-FMI for the NSL-

KDD with 18 characteristics had a FAR of 0.28% 

and an accuracy of 99.94%. In the case of 

KDDCup99, SVM, FMI, and LS achieved an average 

accuracy of 79.16%, while in the instance of 

Kyoto2006, SVM, FMI, and LS achieved a 97.50% 

identification value and a 0.43% FAR rate on 

iteration 10. 

 

To reduce the quantity of input qualities essential for 

the testing and training of their model, the authors of 

[15] built IDS. The correlation input selection 

method was combined with the DT classifier. The 

experimental approaches make use of the NSL-KDD 

dataset. The set of features was given the filter, and 

14 features were chosen [16, 17]. The author also 

considered both the multi and binary classification 

setup options, which included each of the five NSL-

KDD attack types. The outcomes of the trial showed 

that the system had a multiclass configuration 

accuracy of 83.66% and a binary configuration 

accuracy of 90.30%. 

 

Albasheer et al. [18] proposed IDS that makes use of 

a two stage (TS) classifier approach that is according 

to the random forest (RF) classifier. The criteria for 

the binary classification process’s required attributes 

were chosen using the IG approach. The UNSW-

NB15 dataset’s categorical features were changed by 

the authors using the one-hot encoding technique. 

The first part of the IG work TS involves the 

identification of minority classes, while the second 

stage involves the identification of majority classes. 

The ultimate prediction is then made using the 

combined data from each stage [19]. The accuracy 

and the FAR were employed by the researchers as 

outcome indicators. After the multiple tests, the TS 

and IG obtained a FAR of 15.78% and an accuracy of 

85.78%. 

 

In [20], the researchers used the pigeon inspired 

optimizer (PIO) to build a feature reduction strategy 

for IDS. The PIO algorithm draws inspiration from 

biological processes, namely the interactions between 

white pigeons and their prey. These birds are 

continually adjusting by comparing their fighting 

stance to the finest bird in the flock [21]. The two 

PIO kinds that were examined in this paper were 

sigmoid and cosine PIO. Three intrusion detection 

sets were taken into consideration: UNSW-NB15, 

NSL-KDD, and KDDCup99. The sigmoid-PIO 

suggested 10 features from the KDDCup99, and the 

cosine-PIO selected seven of the NSL-KDD features. 

The sigmoid-PIO chooses 18 characteristics and the 

cosine-PIO chooses 5 of the UNSW-NB15 features, 

the sigmoid-PIO chooses 14 characteristics, and the 

cosine-PIO chooses 5. The Sigmoid PIO’s accuracy 

was 90.3% on the UNSW-NB15, 87.21% over the 

NSL-KDD, and 94.7% utilizing the KDDCup99. 

Conversely, cosine PIO scored 92.07% on UNSW-

NB15, 89.32% on NSL-KDD, and 97.20% on 

KDDCup99. 

 

Ortega-fernandez et al. [22] constructed a variety of 

attribute selection techniques using the UNSW-NB15 

in an approach to select the best feature space. The 

following techniques were put into practice with the 

help of the weka tool: the ranker method, the greedy 

stepwise, the attribute evaluator, and IG. Two subsets 

were taken into consideration after different 

simulations. The authors used the kappa statistic 

metric to determine each subset’s effectiveness. In 

spite of the fact that a number of classifiers were 

taken into consideration during the trials, the RF- 

classifier was chosen as the overall best approach. 

The first subset, which contained eight significant 

features over the test dataset, obtained a kappa score 

of 0.789 and an accuracy of 76.672%. The accuracy 

was 82.627%, and the kappa value was 0.774 for the 

second group, which only included five significant 

features. 

 

An IDS system constructed by Sah et al. [23] was 

verified with the UNSW-NB15 dataset. The authors 

of this study examined a feature reduction strategy 

that drew inspiration from the IG methodology, and 

22 key qualities were chosen as a consequence of this 

filter-based feature extraction technique. 

Furthermore, to perform the classification process, 

the IDS presented in this research employed a 

combined rule based model that made use of several 

tree-based classifiers. The attack accuracy on the test 

data, the F-Measure (FM), and the FAR were the 

primary metrics used to assess the system’s 

performance. The suggested IDS received an 

accuracy of 56.02%, a FM of 91%, and a FAR of 

2.13%, according to the outcomes. When different 

ML algorithms are taken into account and substituted 

for strict compliance with tree-based methodologies, 

the research findings can be further enhanced. 

 

In [24] showed how to use IDS based CNN to 

determine imbalanced congestion in the network. A 

performance rate was predicted using indicators like 

detection rate (DR), accuracy and FAR. The accuracy 

of the IDS-based CNN model was approximately 
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84.21%. This approach increased the DR of user to 

root (U2R) and remote to local (R2L) attacks. The 

system performed poorly as a result of the minimum 

classification accuracy that was reached. 

 

Sekhar et al. [25] used a fruit fly optimization-based 

deep auto encoder to explain an intrusion detection 

process. One of this paper’s primary objectives was 

to secure the network and stop hacker attacks. Using 

the UNSW-NB15 and NSL-KDD datasets, the 

experiment was assessed and verified. Comparing 

this method to other ML techniques, the accuracy 

was greater. 

 

In order to reduce the quantity of noisy data records 

within the majority classes, Ahmadi et al. [26] 

proposed an NIDS structure that made use of the one 

side selection (OSS) technique. Furthermore, the 

researchers employed a synthetic methodology 

known as synthetic minority over sampling (SMOS) 

to augment the quantity of minority samples inside 

the dataset. Additionally, CNN was used to extract 

the spatial attributes, while bi-directional long-short-

term memory (bi-LSTM) models were used to select 

the temporal attributes. The researchers thought that 

the accuracy of the test data was the most important 

performance factor. To test the suggested framework, 

they used the NSL-KDD and UNSW-NB15 intrusion 

detection datasets. The outcomes suggested that the 

CNN bi-LSTM obtained accuracy for each dataset of 

78.17% and 84.59%, respectively. 

 

Even though a wide range of specialists put forth a 

large number of hybrid models, they mostly focused 

on recognized attacks and attempted to merge any 

two models. Furthermore, the suggested model is 

evaluated and trained on a single dataset, showing 

superior accuracy on that specific dataset alone. Few 

specialists have looked into hybrid approaches based 

on techniques for detecting intrusions. Although 

hybrid approaches were employed in several previous 

works, the binary classification accuracy was higher. 

Another significant flaw in the current models is that, 

rather than using UNSW-NB15 datasets explicitly, 

the majority of experts used standard network 

intrusion datasets. The suggested model, which 

focuses on a hybrid intrusion detection technique for 

network security, was developed based on the 

conclusions drawn from the literature study in order 

to address the shortcomings of the current model. For 

both anomaly and signature-based attacks, the 

suggested hybrid model combines the XGBoost 

algorithm with a hybrid detection technique. Using 

the UNSW-NB15 dataset, the model was evaluated. 

The suggested model outperformed other models in 

accuracy even after arbitrarily reducing the total 

number of features in each dataset. 

  

3.ML methods 

The following algorithms are used for model training 

and validation. 

 

3.1SVM  

SVM are the most adaptable ML models and can do 

both regression and classification tasks. One of the 

prevalent techniques in ML research is SVM. To 

determine the optimum hyper planes, the SVM 

technique attempts to classify a dataset, which is 

divided into various groups. One benefit of utilizing 

SVM is that it often performs perfectly for elevated 

dimensional input spaces [27]. 

 

3.2LR 

Although LR is a ML method that is mainly used in 

binary classification tasks. When the learning method 

uses one-vs-rest approaches for LR can also be used 

for multiclass classification tasks. A linear ML model 

is subjected to the sigmoid function or one of its 

modifications in the LR model. This method produces 

a result that is reduced between (0, 1). The probability 

of a specific class is determined by an output that is 

closer to 1. Equations 1, 2, and 3 in the mathematical 

formulation [28, 29] provide a description. 

Linear Model: 

                             (1) 

SE:  (   )   
 

                 (2) 

LR: (   )  
 

               (3) 

3.3CNN 

An approach to ML known as a CNN simulates how 

biological neurons function internally. Node, or 

neuron, is the name for the most fundamental element 

of a CNN. It is suggested that a perceptron is a CNN 

with a single hidden input layer of processing to 

produce an output. Multilayer perceptrons (MLP) or 

feed forward CNN are terms that have been used to 

describe CNNs that have many hidden layers [30]. An 

activation function such as the sigmoid expression 

(SE)  (   )  
 

           a rectified linear unit (ReLU), 

F(k) = Max( 0, k), a hyperbolic tangent     (   )  
         

              r a combination of those functions, Figure 

1 is used to process neurons in a CNN.  
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Figure 1 CNN model 

 

3.4DT 

In order to do classification and regression tasks, DT 

is used [31], which is a supervised ML technique. 

The decision making process leads to the creation of 

a tree like model. DT is now simpler for the user to 

understand. The display of the produced trees is also 

possible thanks to a variety of ML tools. 

 

3.5KNN 

Both supervised and unsupervised procedures can be 

carried out using the KNN, ML technique [32]. For 

instance, there are several clustering algorithms being 

used currently that are based on KNN. In this study, 

we applied the supervised ML variant of the KNN 

algorithm. This method is based on the common 

euclidean metric (EM). Two point’s instances in a 

space are separated by the EM. The EM within (m, n) 

and ∆ (m, n) is calculated as shown in Equation 4: 

  (     )  √∑  (   
 

   
     )

   (4) 

 

3.6UNSW-NB15 network dataset 

A total of above 2.5 million network packets were 

used to simulate the dataset when it was made 

available in 2015 [33]. The original traffic in the 

UNSW-NB15 dataset was developed by Cyber 

Range Lab at UNSW Canberra. They used the IXIA 

perfect storm program to combine real-world events 

with fabricated attacks. There are a total of 2540044 

records in four various comma separated value (CSV) 

files. Along with nine other attack types, this data set 

also contains non-anomalous packets (exploits, denial 

of service, reconnaissance, generic, shellcode, 

fuzzers, backdoors, worms, and analysis). As a result 

of 87.01% of the packets being non anomalous, the 

dataset is seriously skewed. Additional details about 

this dataset may be found in Table 1 of the packet 

distribution. The UNSW-NB15 dataset is split into 

the following two primary sets: UNSW-NB15: Test 

(100%), used to test the trained models, and UNSW-

NB15: Train, used to train a variety of models. In our 

research, the UNSW-NB15: Train was further split 

into two parts: UNSW-NB15: Train (75% of the 

whole training set) is used for training, while UNSW-

NB15: Validation (25% of the whole training set) is 

used for validation before testing. When employing 

that technique, it is essential to prevent a model from 

being trained on the test set or evaluation, as this 

could result in data losses. Data losses happen as part 

of the training phase when a model gets data that it 

shouldn’t and introduces bias into the final model 

[34, 35]. As a result, the model consequently 

underperforms on earlier untested data. 

 

The following categories of network attacks are 

represented in the UNSW-NB15 network dataset 

instances: backdoors, reconnaissance, fuzzers, 

shellcode, analysis, generic, DoS, worms, shellcode, 

and exploits. Table 2 also gives relevant data on the 

characteristics of each attack type and the distribution 

of values across the data subsets [36]. 

 

The UNSW-NB15 dataset is what we use for our 

research methodology [37]. The UNSW-NB15 

dataset has 42 attributes in its clean format, as 

indicated in Table 3. The approach to choosing 

features based on XGBoost is shown in Table 4. The 

result was a decreased feature-vector with 19 

attributes. Table 4 shows that based on the selected 

features for the dataset UNSW-NB15, we calculated 

the importance score of the feature-vector. 

 

In Figure 2, more information is provided on the 

system architectural design that is suggested in this 

study. Data processing takes up the entire first block; 

this method is frequently referred to as data 

engineering [38]. 
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Table 1 Dataset record distribution 
Types No. 

Records 

% of total data Description 

Normal 2218761 87.35 Natural transactional data 

Fuzzers 24246 0.95 Supplying a programme or network with randomly generated data in an 

attempt to interrupt operation. 

Analysis 2677 0.11 It includes various message, penetration of HTML tags, and attack by 

specific port. 

Backdoors 2329 0.1 A method by which a protection system defence is secretly disregarded to 

get access to a system or its information. 

DoS 16353 0.64 A malware attack to prevent people by making use of a network resource or 

server, typically by briefly stopping services or suspending offered by an 

internet connected host. 

Exploits 44525 1.75 There is a security issue in an operating system or software, which the 

attacker is aware of and uses by exploiting the weakness. 

Generic 215481 8.48 A method is applicable to all the block crypto algorithms (with a specific 

key and byte sizes) without taking the cipher’s model into account. 

Reconnaissance 13987 0.55 Includes all Strikes that can be used to predict information gathering attacks. 

Shellcode 1511 0.06 A brief segment of code that is used to exploit a software defect. 

Worms 174 0.01 To infect further methods, the malware replicates itself. It usually 

disseminates itself over a CN and gains access to the target computer by 

exploiting security flaws. 

 

Table 2 Restructured UNSW-NB15 network dataset instances 

Attack Data Training Data Validation Data Test Data 

Normal 56000 41911 14089 37000 

Fuzzers 18184 13608 4576 6062 

Analysis 2000 1477 523 677 

Backdoors 1746 1330 416 583 

DoS 12264 9237 3027 4089 

Exploits 33393 25034 8359 11132 

Generic 40000 30081 9919 18871 

Reconnaissance 10491 7875 2616 3496 

Worms 130 99 31 44 

Shellcode 1133 854 279 378 

 

Table 3 UNSW-NB15 features list 

Feature_No Feature Type Feature_No Feature Type 

FN_1 dur float FN_22 dtcpb integer 

FN_2 proto categorical FN_23 dwin integer 

FN_3 service categorical FN_24 tcprtt float 

FN_4 state categorical FN_25 synack float 

FN_5 spkts integer FN_26 ackdat float 

FN_6 dpkts integer FN_27 smean integer 

FN_7 sbytes integer FN_28 dmean integer 

FN_8 dbytes integer FN_29 trans_depth integer 

FN_9 rate float FN_30 response_body_len integer 

FN_10 sttl integer FN_31 ct_srv_src integer 

FN_11 dttl integer FN_32 ct_state_ttl integer 

FN_12 sload float FN_33 ct_dst_ltm integer 

FN_13 dload float FN_34 ct_src_dport_ltm integer 

FN_14 sloss integer FN_35 ct_dst_sport_ltm integer 

FN_15 dloss integer FN_36 ct_dst_src_ltm integer 

FN_16 sinpkt float FN_37 is_ftp_login integer 

FN_17 dinpkt float FN_38 ct_ftp_cmd integer 

FN_18 sjit float FN_39 ct_flw_http_mthd integer 

FN_19 djit float FN_40 ct_src_ltm integer 
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Feature_No Feature Type Feature_No Feature Type 

FN_20 swin integer FN_41 ct_src_dtm integer 

FN_21 stcpb integer FN_42 is_sm_ips_ports binary 

 

Table 4 Selected features for the UNSW-NB15 network dataset 

Feature_No Feature Type Feature-importance-Score 

FN10 sttl integer 0.80337 

FN41 ct_srv_dst integer 0.03939 

FN7 sbytes integer 0.03738 

FN27 smean integer 0.01988 

FN2 proto integer 0.01885 

FN32 ct_state_ttl integer 0.01678 

FN14 sloss integer 0.01201 

FN25 synack float 0.01013 

FN35 ct_dst_src_ltm integer 0.00720 

FN28 dmean integer 0.00713 

FN31 ct_srv_src integer 0.00675 

FN3 service categorical 0.00631 

FN13 ct_dst_sport_ltm integer 0.00372 

FN8 dbytes integer 0.00271 

FN15 dloss integer 0.00178 

FN4 state categorical 0.00155 

FN24 tcprtt float 0.00123 

FN34 ct_src_dport_ltm integer 0.00053 

FN9 rate float 0.00051 

 

A successful learning process depends on this step. 

Cleaning, feature selection, and normalization are the 

three stages of data- processing. A filter based 

approach to feature selection is used, which draws 

inspiration from the XGBoost algorithm for 

calculating feature importance scores. The following 

step involves training the model using the training set 

after the required feature vector has been selected. 

After training, a model is identified using the set of 

validations. Therefore, the validated model is applied 

to the test using the test dataset [39]. A fine-tuned 

and suitable model is discovered after repeating the 

above mentioned process. 

 

 
Figure 2 ML based IDS architecture 

 

3.7Data preprocessing 

Since it includes both data preparation and data 

transformation from raw data, this is one of the most 

crucial steps in the data mining process. The actual 

data must be translated into an acceptable format that 

is appropriate for researching prior to intrusion 

categorization. To improve the classifier’s efficiency, 

various pre-processing approaches such as cleaning, 

normalization, and feature selection are used [40]. 

 

3.8Feature selection 

Selecting acceptable characteristics after data 

preprocessing is regarded as an important stage in an 

IDS. The attribute selection procedure eliminates 
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unnecessary features, splits redundant features, and 

separates noisy data, providing only the necessary 

features. 

 

3.9Feature normalization 

The improved values for numerals of several 

attributes have an impact on the development of a 

suitable and fine-tuned model using ML approaches 

like SVM, LR, CNN, and KNN [41, 42]. It also takes 

a lot of processing resources to train high 

dimensional datasets. Data is regularly scaled using 

strategies like standardization of max normalization, 

Z-score, decimal scaling, and easy-difficult set ability 

to address these problems. In many cases, the 

application indicates which technique to take. Our 

processing data phase employs easy-difficult set 

scaling (Equation 5). 

Easy-Difficult scaling of attributes f:   

fnorm=  
         

                    
   (5) 

 

Table 5 (Algorithm 1) describes how the 

standardization calculation is carried out provide a 

dataset with an input vector (feature space) defined 

by U (f1, ... , fn), 1 <  n < N, where N is the whole 

number of occurrences (features) in the space. The 

XGBoost algorithm’s core idea is to train an 

ensemble tree model incrementally while also 

including a penalty parameter to lessen the model’s 

complexity [43, 44]. It is best to use a small 

expression in Equation 6. An explanation of the 

mathematical formulation is provided below: 

 

The objective function is therefore written as follows: 

Let â
(t)

 be the prediction of the k
th

 case at the t
th

 

increment. 

 ( )     ∑  (     
            (  ))    (   ))

 

   
  

(6)      

L represents the loss function. The XGBoost 

technique objective is to minimize the second-order 

expression below using the simplified form: 

 ( )     ∑ (*    (    )     
 

 
       

 (   )  
 

   

  (    ))     (7) 

 

where the letters gk and hk, respectively, stand for the 

gradients first and second order expressions in 

relation to the loss-function. Given a dataset, the 

XGBoost technique is capable of calculating scores 

for each feature. The term "feature importance" refers 

to this score metric. In this study, the importance of 

each input for the learning and classification 

processes is determined using the FI measure [45, 

46]. Algorithm 2 (Table 6) provides a description of 

the algorithm illuminating the XGBoost technique for 

producing the attribute importance by means of 

scikit-learn. 

 

3.10Performance metrics 
ML-based IDS systems can be evaluated using a 

variety of metrics, but the goal of this research is to 

increase the number of cases in the test dataset that 

are properly predicted. The important indicator to 

think about is the accuracy described here in 

Equation 8: 

            
         

                       
  (8) 

 

where true positive (TP) denotes the proportion of 

incidents that were properly described as attacks. 

True negative (TN) is the proportion of genuine data 

that is identified as valid. The (%) percentage of 

legitimate traffic that is classified incorrectly as an 

attack is known as a FP, also known as a Type-I 

error. False negative (FN), often indicated to as 

Type-II error, is the proportion of genuine data that is 

labeled as incursions. Other metrics that we evaluate 

in this study include recall, precision, and F1-Score. 

These terms are described below in Equation 9. 

 

          
  

       
   (9) 

       
  

     
    (10) 

           
                

                
  (11) 

 

The harmonic ratio of the expression in (Equation 9) 

is what is used to calculate the F1-Score (Equation 

10). Likewise, certain applications are made to focus 

on precision or recall. The Fβ specified below can be 

modified to do that during training: 

   
(       )       

(     )               
   (12) 

 

where the element β can be changed depending on 

the evaluation. But in this study, we employed the 

F1-Score, a compromise between recall and 

precision. 

 

A detailed list of abbreviations is included in 

Appendix I. 
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Table 5 Easy-difficult set scaling algorithm 

Algorithm 1:Easy-Difficult set scaling algorithms 

Input: U (f1,….,fn) where 1 < n < N 

Output: Unormalized(∫     
    

 ∫  
    

 
) 

for(j  from 1 to k)do 

if(fja easy set value) then 

Step 1: Encode using one hot encode attribute conversion. 

Step 2:Compute Easy-Difficult set Scaling  ∫  
    

 

   (    )    

(    )          (    )    
 

end if  

Step 1:Compute Easy-Difficult set Scaling  ∫  
    

 

   (    )    

(    )          (    )    
 

end for 

 

Table 6 XGBoost Algorithm 

Algorithm 2:XGBoost Algorithm 

Input   : Unormalized(∫     
    

 ∫  
    

 
) 

Output:Uoptimal: the identified attributes vector 

Step 1  : Resolve the normalised attributes vector. 

Step 2  : Consider a custom dictionary S to save the outcomes. 

Step 3  : Initiate a Gradient Boosting Classifier Cf 

Step 4  : fit Cf 

Step 5  : Generate FIs 

Step 6  : Determine the FI threshold FIp 

Step 7  : 

for (n from Unormalized) do 

if( FI (xi)  >  FIp ) then 

append FI (xi) into S 

end if  

end for 

Step 8 : Utilize S value to achieve Uoptimal 

 

4.Results  
CNN, KNN, SVM, LR, and DT were among the ML 

techniques that were taken into consideration for our 

research strategy, which was split into two primary 

phases. In the initial phase of the tests, both the 

binary values and the multiclass setup made use of 

the entire UNSW-NB15 feature space (42 features). 

The XGBoost-based feature selection technique was 

introduced in the next stage. Following that, a 

reduced vector of features with 19 properties was 

created (given in Table 4). Researchers ran the tests 

that included both the multiclass and the binary-

classification techniques, which use the best feature 

vector. Tables 7, 8, 9, and 10 show the results of our 

experiments. Table 7 shows the results of the binary 

classifying method using the whole attributes section 

of the UNSW-NB15 dataset and the ML methods. 

Table 9 displays the outcomes of ML techniques for 

the restricted vector of features binary-classification 

method. The outcomes of the ML techniques for the 

multiclass classifying problem utilizing the complete 

attribute space and the decreased attribute vector are 

appropriately presented in Tables 8 and 10. The 

accuracy found using training data is indicated by the 

training accuracy in each table. Testing accuracy 

signifies the accuracy acquired on test data, while 

validation accuracy indicates the accuracy detected in 

the validation data. 

 

Table 7 Result with binary-classification using 42-attributes 

ML 

Algorithm 

Training data 

accuracy (%) 

Validation data 

accuracy (%) 

Test data 

accuracy (%) 

Precision 

(%) 

Recall (%) F1-Score 

(%) 

CNN 94.49% 94.21% 86.71% 81.54% 98.06% 89.04% 

LR 93.22% 92.87% 79.59% 73.32% 98.94% 84.22% 

SVM 70.98% 70.63% 62.42% 60.91% 88.58% 71.18% 

KNN 96.76% 93.60% 83.19% 79.15% 94.30% 86.06% 

DT 93.65% 93.37% 88.13% 83.91% 96.47% 90% 
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Table 8 Result with multiclass-classification using 42-attributes 

ML 

Algorithm 

Training data 

accuracy (%) 

Validation data 

accuracy (%) 

Test data 

accuracy (%) 

Precision 

(%) 

Recall (%) F1-Score 

(%) 

CNN 79.91% 79.61% 75.62% 79.92% 75.61% 76.58% 

LR 75.51% 73.93% 65.53% 76.91% 65.54% 66.62% 

SVM 53.43% 52.67% 61.09% 47.47% 62.00% 53.77% 

KNN 81.75% 76.83% 70.09% 75.79% 70.21% 72.03% 

DT 77.69% 77.38% 66.03% 79.82% 66.04% 51.12% 

 

Table 9 Result with binary-classification using 19-attributes 

ML 

Algorithm 

Training data 

accuracy (%) 

Validation data 

accuracy (%) 

Test data 

accuracy (%) 

Precision-

(%) 

Recall-(%) F1-Score 

(%) 

CNN 93.75% 93.66% 84.39% 78.56% 98.53% 87.42% 

LR 89.21% 89.25% 77.64% 73.18% 93.74% 82.20% 

SVM 75.42% 75.51% 60.89% 58.89% 95.88% 72.97% 

KNN 95.86% 94.73% 84.46% 80.31% 95.09% 87.08% 

DT 94.12% 93.81% 90.85% 80.33% 98.38% 88.45% 

 

Table 10 Result with multiclass-classification using 19-attributes 

ML 

Algorithm 

Training data 

accuracy (%) 

Validation data 

accuracy (%) 

Test data 

accuracy (%) 

Precision 

(%) 

Recall (%) F1-Score 

(%) 

CNN 79.46% 78.91% 77.51% 79.50% 77.53% 77.28% 

LR 72.53% 71.81% 65.29% 70.88% 65.29% 65.96% 

SVM 53.60% 52.97% 61.53% 53.95% 61.52% 51.31% 

KNN 82.66% 79.87% 72.30% 77.24% 72.30% 73.81% 

DT 78.75% 78.43% 67.57% 79.66% 67.56% 69.26% 

 

The outcomes of our experimental procedures are 

shown in Tables 7, 8, 9, and 10. The outcomes of the 

training data accuracy, compared to other ML 

models, show that the KNN algorithm training level 

is increasing. The CNN algorithm increases the 

accuracy of the testing data. Tables 7, 8, 9, and 10 

show the results of binary and multiclass 

classification using 19, 42 attributes. 

 

Regarding CNNs, all of our studies utilized the Adam 

solver rather than the conventional stochastic 

gradient descent (SGD) method because it is a SGD-

based approach that is ideal for huge sets of data. 

Only one hidden layer that might contain the applied 

amount of neurons was used to create the CNNs; the 

concealed layer size ranges from 5 to 100. The rate of 

learning was adjustable. As shown in Table 7, the 

CNN network that performed best used 150 neurons 

and a flexible learning speed of 0.02 to attain an 

accuracy rating throughout the test set of 86.71%. 

The random state for the LR technique was set at 10, 

with a maximum of 1000 iterations. According to 

Tables 7, 9 and (Figure 3) the results demonstrate 

that it achieved accuracy rates of 79.59% and 77.64% 

over the test set for binary classification, making use 

of the complete and decreased feature spaces 

appropriately. With the number of neighbours 

selected as 3, 5, 7, 9, and 11, trained various models 

using the KNN algorithm. The outcomes reveal that 

in the multi-class classification configuration, a 

classifier using KNN with three neighbours achieved 

an 83.19% test outcome while using a complete 

feature space. Without overfitting, the KNN 

algorithm produced a test accuracy of 84.46% in the 

case of the decreasing feature dimension. 

 

Regarding binary identification, the SVM approach 

with the radial basis function (RBF) achieved an 

accuracy of 60.89% and 62.42% using the complete 

and simplified input spaces, respectively. In 

comparison, the SVM used 42 and 19 features 

(Figure 4), respectively, to achieve test accuracies of 

61.09% and 61.53% for multiclass detection. 

 

For the DT classifier experimented with various 

models based on the tree’s deepest depth. The 

following numbers could be assumed for the depth 

values: maximum depth values are equal to 2, 5, 7, 8, 

and 9. when it comes to binary classification setup, 

the outcomes indicate that the DT obtained an 

accuracy of 88.13% using 42 attributes, as opposed to 

a test outcome of 85.85% using 19 features. When 

conducting the binary-classification with the 

complete attribute size as well as the reduced one, the 

DT received a higher test accuracy rate in 

comparison to other ML approaches. 
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Figure 3 Classification of testing data accuracy 

 

 
Figure 4 Comparison graph for binary classification 

 

5.Discussion 

After multiple testing iterations, the feature vector’s 

dimension was reduced from 42 to 19, which helped 

the bulk of the ML approaches employed in this 

study increase their test accuracy level for the 

multiclass classification techniques. In the CNN 

scenario, from 75.62%, an increase of 42 

characteristics with 30 nerves in the interred layer to 

77.51% was noted for 19 attributes and 15 nerves in 

the interred layer. This research indicates that it is 

possible to reduce the variety of nodes needed in the 

CNN network by halving the complexity of the CNN 

approach by using only the most essential elements. 

This is also demonstrated by the trade-off between 

recall (77.53%) and precision (75.50%) in the test set. 

An F1-Score of 77.28% was obtained as a result 

similarly, the CNN technique out-performed other 

methods in terms of the recall, accuracy, and 

precision derived from outcome data. Accordingly, a 

confusion graph (Figure 5) regarding the CNN 

multiclass classifying method was constructed to 

assess the effectiveness of each attack class available 

in the dataset UNSW-NB15. 
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The test accuracy for the DT classifier improved 

from 66.03 to 67.57% when the multi-classification 

schemes 42 and 19 attributes were used, respectively. 

Furthermore, using the whole and decreased feature 

size of the UNSW-NB15, the DT improved test 

accuracy from 88.13 to 90.85%. The results showed 

that XGBoost aided in boosting the DT algorithm’s 

capability for prediction. 

 

The DT XGBoost algorithm significantly 

outperforms any other ML techniques for the binary 

method, while the CNN XGBoost algorithm out-

performs all other ML methods in the case of the 

multiclass configuration, as shown in Table 11, when 

the approaches proposed in this research are 

compared to those discussed in the articles. Table 11 

shows the comparison of binary and multiclass 

classification using the different datasets.  

Also, the XGBoost-DT got a test accuracy score of 

90.85% compared to 81.42% for the GA-LR-DT with 

20 UNSW-NB15 features, which is different from the 

outcomes in [17], where the GA-LR-DT was used. 

Moreover, the results obtained from this research 

outperform those obtained from previous research in 

which the sigmoid PIO selected 14 optimal features 

from the UNSW-NB15 and utilized the validation 

dataset to attain an accuracy score of 91.30%. Table 9 

illustrates the difference in validation accuracy 

between the XGBoost-artificial neural network 

(ANN), XGBoost-KNN, and XGBoost-DT, which 

were 93.66%, 94.73%, and 93.81%, respectively. 

 

Limitations 

This system’s performance degrades with highly 

dimensional data. It is critical to implement a proper 

attribute extraction technique that can get rid of some 

attributes that have no significance for classification. 

Furthermore, models that are trained on incredibly 

unbalanced sets of data show low detection accuracy 

and a high false positive rate (FPR).  

 

Table 11 Comparison table for binary classification and multiclass classification 

Author ML 

Method 

Feature extraction 

technique 

Dataset Train 

Acc (%) 

Binary Acc 

(%) 

Multiclass Acc 

(%) 

Kumar et al. [10] DT Instagram Algorithm UNSW-NB15 - - 57.01 

Sekhar et al. [25] J48 Particle Swarm 

Optimization, GA 

NSL-KDD, 

UNSW-NB15 

90.48 - - 

Sekhar et al. [25] SVM Particle Swarm 

Optimization, GA 

NSL-KDD, 

UNSW-NB15 

90.11 - - 

Saba et al. [43] Bagging 

Forest 

GA, Particle Swarm 

Optimization 

BOT-IOT 91.27 - - 

Imran et al. [46] RF Instagram Algorithm KDD CUP99 - 85.78 - 

Wu et al. [32] CNN-

BiLSTM 

Sequential Minimal 

Optimization 

NSL-KDD - - 77.16 

Proposed 

research 

DT XGBoost Algorithm  

 

 

UNSW-NB15 

94.12 90.85 67.57 

CNN XGBoost Algorithm 94.21 84.39 77.51 

LR XGBoost Algorithm 89.20 77.64 65.29 

KNN XGBoost Algorithm 95.86 84.46 72.30 

SVM XGBoost Algorithm 75.42 60.89 53.95 

 

 
Figure 5 Confusion matrix 
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6.Conclusion and future work 
This research investigated the use of the XGBoost-

method for attribute selection combined with several 

ML techniques, such as CNN, DT, LR, KNN, and 

SVM to construct precise IDS. The efficiency of 

these methods was analyzed using the UNSW-NB15 

network datasets. Both the multi and binary-

classification attributes were taken into account in 

this article. Additionally, UNSW-NB15 was assigned 

to the XGBoost based attribute selection process, 

which resulted in the selection of 19 ideal attributes. 

In order to contextualize our findings, researchers 

carried out a thorough review of the literature and 

looked at several feature selection techniques used in 

the UNSW-NB15 network dataset. In addition, we 

generated a list of the efficiency outcomes achieved 

by the various classifiers used in the article and 

contrasted them with those attained by our suggested 

technique. The UNSW-NB15 dataset’s whole feature 

space was used for our initial investigations, utilizing 

the suggested ML techniques. The trials were then 

conducted utilizing the XGBoost feature extraction 

approach that was reduced to create the vector feature 

in this work. The results of the experiment show that 

making use of a restricted desirable feature vector 

offers advantages in terms of decreasing method 

ambiguity and improving the deduction accuracy on 

validation data. The XGBoost-CNN is one significant 

illustration by reducing the number of nodes in the 

standalone CNN by 50%, it was able to lower the 

variety of neurons in the concealed layer. Similarly, 

the XGBoost-DT and the XGBoost-KNN have both 

experienced an enhancement in their efficiency when 

compared to test data. Furthermore, an examination 

of the effectiveness of particular training inside the 

UNSW-NB15 network dataset employing the 

XGBoost-CNN method revealed that this approach 

outperforms itself when forecasting the majority-

classes and performs below itself when forecasting 

the minority classes. In future research, we plan to 

use an ensemble learning technique to improve the 

minority class representation in the UNSW-NB15 

training dataset. 
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Appendix I 
S. No. Abbreviation Description 

1 ANN Artificial Neural Network 

2 bi-LSTM bi-Directional Long Short Term 
Memory 

3 CNN Convolutional Neural Network 

4 CN Computer Network 

5 CSV Comma Separated Value 

6 DDoS Distributed Denial of Service 

7 DIDS Distributed IDS 

8 DT Decision Tree 

9 DR Detection Rate 

10 EM Euclidean Metric  

11 FAR False Alert Rate 

12 FMI Flexible Mutual Information 

13 FN False Negative 

14 FM F-Measure  

15 FP False Positive 

16 FPR False Positive Rate 

17 GA Genetic Algorithm  

18 HIDS Host-based IDS 

19 HYIDS Hybrid IDS 

20 IDS Intrusion Detection Systems 

21 IG Information Gain  

22 IPS Intrusion Prevention Systems 

23 KNN K-Nearest Neighbour 

24 LR Logistic Regression  

25 LS-SVM Least Square SVM 

26 ML Machine Learning 

27 MLP Multilayer Perceptrons 

28 NIDS Network based IDS  

29 NSL-KDD Network Security Dataset 

30 OSS One Side Selection  

31 PIO Pigeon Inspired Optimizer  

32 RBF Radial Basis Function  

33 ReLU Rectified Linear Unit 

34 RF Random Forest 

35 R2L Remote to Local  

36 SE Sigmoid Expression  

37 SVM Support Vector Machine 

38 SGD Stochastic Gradient Descent  

39 SMOS Synthetic Minority Over Sampling 

40 TN True Negative 

41 TP True Positive 

42 TS Two Stage  

43 UNSW-NB15 Network Dataset 

44 U2R User to Root 

45 XGBoost Extreme Gradient Boosting  

 

 

 


