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Abstract

In the current era of automation, various fields, including education, are undergoing transformations to enhance their
existing processes. One crucial aspect in the field of education is examination management. Automatic question
generation (AQG) for creating evaluation systems and question papers represents a significant transformation that
schools, colleges, and universities are experiencing. Although significant research has been conducted in AQG for
foreign languages, there is a scarcity of such work in Indian regional languages. Considering this, a novel working model
for AQG for Marathi language texts was presented. The proposed research generates a diverse set of questions
automatically through various natural language processing (NLP) pipeline activities, including tokenization, parts of
speech (POS) tagging, stemming, named entity recognition (NER), shallow parsing, and dependency parsing. The
generated questions fall into the categories of context-based and grammar-based questions, each elaborated in detail with
scientific interpretation. This process contributes to the validation and refinement of our question generation
methodology. A benchmarking approach using Bloom's Taxonomy was employed to validate the accuracy of the
generated questions, ensuring they were aligned with educational objectives and targeted the desired levels of cognitive
complexity. The empirical evaluation of the proposed methodology is conducted using the bilingual evaluation
understudy (BLEU) score and manual scoring. The accuracy achieved using the BLEU score is 90.37% for the 'wh’
questions, based on the corpus created from the sixth standard science textbook published by the Maharashtra State
Board, Maharashtra, India. A diverse set of high-quality Marathi language questions has been successfully curated,
suitable for compiling question papers aligned with Bloom's taxonomy levels.
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1.Introduction

In the contemporary era of automation, various fields,
including education, are undergoing transformative
changes to enhance their operational processes.
Within  the  education  sector, examination
management stands out as a crucial aspect, and the
integration of automatic question generation (AQG)
has emerged as a significant transformation. This
innovation plays a pivotal role in shaping evaluation
systems and crafting question papers for educational
institutions such as schools, colleges, and
universities. Questions are essential components of
the teaching and learning process [1], since effective
questioning is crucial for learning [2].
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Generating suitable questions is a cognitively
demanding task [2]. The evaluator can assess the
learner’s knowledge by framing cognitive questions.
Bloom's taxonomy offers detailed instructions on
how to evaluate students' learning based on their
responses to questions. The production of questions
at higher Bloom's taxonomy levels, which necessitate
a deeper level of cognitive processing and
comprehension, is an area of ongoing research in the
natural language processing (NLP) and question
generation communities [3]. Traditionally, question
creation is a time-consuming task [4] that requires
domain expertise. However, without the aid of a
domain expert, one can use AQG to generate a varied
set of questions from a given text. AQG has gained
importance due to its wide-ranging applications
across various domains, including text summarization
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[5], intelligent tutoring systems [6], the education
sector [7-9] to generate the question paper, dialogue
management systems [10], and games [11].

In the current scenario, AQG is performed by
employing various approaches like rule-base [3, 12,
13, 14], neural network-based [15] statistical
approach using inverse document frequency [6], text
summaries-based question generation [4, 16], and
genetic algorithm-based question generation [11].
Neural network-based approaches employ
bidirectional ~ encoder  representations  from
transformers (BERT) [10, 16], recurrent neural
networks (RNN), graph neural networks (GNN) [17],
bidirectional and auto-regressive transformers
(BART) [18], and generative pre-trained transformer
(GPT)-2 for AQG. Notable works have been reported
for AQG in Indian regional languages such as Hindi
[19], Bangla [20], Malayalam [21], and Marathi [14].
Few studies focusing on regional languages like
Marathi have been reported by Gaikwad et al.; they
presented a rule-based approach for generating ‘wh’
questions (who, where, when, what, and how).

Unlike data-driven or machine-learning approaches,
the  mentioned rule-based system  provides
transparency and enables fine-grained control over
the generated questions, making it highly adaptable
to different domains and languages. But these
approaches depend on the input text, dataset, corpus,
etc. Natural languages are known for their dynamic
nature; hence, these approaches may fail to capture
the linguistic aspects of a given text, which is crucial
in the extraction of questions. Extracting a question
from a given text requires a linguistic evaluation of
the language. Existing techniques that rely on
machine learning models fail to a certain extent when
it comes to accurate AQG. Hence, a scientific study
of the linguistic and grammatical aspects of Marathi
has been conducted, and a set of rules and patterns
has been crafted that facilitate AQG in a
linguistically correct manner. While substantial
research has been conducted in the area of AQG for
foreign languages such as English [18, 22-25],
Bahasa [26], Chinese [27], and Portuguese [28], there
is a notable gap in AQG focusing on Indian regional
languages. Addressing this gap, current research
presents a novel working model for AQG crafted
specifically for the Marathi language. This proposed
framework utilizes NLP pipeline activities, including
tokenization, parts of speech (POS) tagging,
stemming, named entity recognition (NER), shallow
parsing, and dependency parsing. This research paper
presents a novel approach to AQG that traverses the
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NLP pipeline, covering multiple levels of linguistic
analysis to extract patterns and rules for AQG. A
novel rule-based technique is reported in the
proposed work, which generates a diverse set of
questions from various stages of the NLP pipeline.
The outcome of the research resulted in the
generation of nineteen different types of context-
based and grammar-based questions. The generated
questions are mapped against Bloom’s taxonomy,
which classifies the question at the cognitive level.
The AQG approach described here attempts a
systematic exploration of question generation across
the NLP pipeline using a rule-based paradigm.

Following are the objectives of the proposed research
work.
1. To perform grammatical and linguistic analysis of
various NLP pipe line activities.
2. Identify the patterns and rules for framing a
question based on the syntactic and semantic
compositionality of
. Marathi language.
2. Mapping of generated questions with Bloom’s
taxonomy.

[EN

The key contributions of this study are twofold: first,
it provides a flexible and interpretable method for
generating questions, allowing us to explicitly
capture various linguistic phenomena at each level of
the NLP pipeline. Second, the extensive range of
question types generated showcases the robustness
and depth of the approach. We explore the syntactic,
semantic, and pragmatic aspects of a given text,
generating interrogatives, ‘wh’ questions, true/false
questions, and more.

The paper is organized into six sections. Section 2
provides a concise overview of related work in AQG.
Section 3 delves into a comprehensive explanation of
the detailed methodology of AQG. Section 4 engages
in a thorough discussion of the results and their
empirical evaluation. Section 5 is dedicated to
addressing the limitations of the proposed model.
Finally, Section 6 concludes the research work and
outlines paths for future research.

2. Literature review
Multiple studies related to AQG are carried out by
many researchers in various languages and contexts.

Das et al. [12] have generated ‘wh’ questions using a
rule-based approach at the sentence level. They have
transformed the declarative sentence into an
interrogative by applying the rules for identifying the



International Journal of Advanced Technology and Engineering Exploration, Vol 11(113)

chunks in the sentence and replacing them with the
wh word. Rules contain the specific sequence of the
POS tags that define the verb phrase (VP) or a noun
phrase (NP). They have generated who, what, whose,
whom, when, where, how much, and ‘how many’
types of questions. Their system may generate
erroneous questions if prepositions are excluded from
the list provided in their system. Also, the AQG fails
in cases of wrong POS tagging. However, they have
reported an agreement rate of 80% amongst human
evaluators for the quality of the generated questions.

Moron et al. [29] have utilized linguistic information
such as POS, semantic role labeling (SRL), and NER
to design the rules. After pre-processing the input
text, rules were used to replace the part of the text
having a particular semantic role and the named
entity with a question word. They developed ‘wh’
questions like who, where, what, and when. Further,
these questions can be used for teaching English as a
second language. Their AQG has achieved highest F-
score of 0.842 for ‘who’ type questions and the
lowest F-score of 0.333 for ‘where’ type questions.
They have offered a manual correction facility for
inaccurate generated questions.

Chali and Hasan [13] proposed the topic-to-question
method, which uses about 350 general-purpose rules
to transform the declarative sentence into an
interrogative sentence at the paragraph level. Here,
the rules are based on linguistic information such as
the named entity and the predicate argument structure
of the sentence. They used latent dirichlet allocation
(LDA) to extract the important subtopics from the
given text. The integration of a tree kernel function to
assess the syntactic correctness of the generated
questions is one of the advantages of their proposed
system. They have utilized the data set provided in
Question Generation Shared Task and Evaluation
Challenge 16 (2010) for question generation and
achieved high scores in both ‘topic relevance’ and
‘syntactic correctness’, with values of 3.45 and 3.50,
respectively.

Garimella et al. [30] explored the challenges of
parsing natural language questions in the finance and
weather domains. They have proposed a framework
for automatic labeled domain question generation by
utilizing domain knowledge and seed domain
questions. Which improves parser accuracy by 49% +
9% for domain-specific questions.

Wijanarko et al. [26] have generated the questions by
combining the question template with the key phrase.
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The key phrases are the NPs that were extracted
using chunk parsing from the text. The question
templates are based on Bloom's taxonomy of question
verbs. Context-free grammar rules are used for NP
extraction. Their system generated 60,000 questions,
having Bloom's levels 3, 4, and 5, which were
derived from 1,432 sentences. The proposed system
achieved a bilingual evaluation understudy (BLEU)
score of 0.9566 and a Cohen-Kappa coefficient of
0.34589. However, their system is unable to generate
multiple-choice questions.

Xu et al. [18], with the expertise of education
professionals, have crafted an extensive dataset with
10,580 questions  for  children's  narrative
comprehension named FairytaleQA. The dataset
includes seven relationship types. They employed the
BART model for question generation on both
FairytaleQA and NarrativeQA datasets.
FairytaleQA's questions closely resembled ground-
truth patterns, while NarrativeQA showed changes in
question semantics during training. BART achieves a
recall-oriented understudy for gisting evaluation
(ROUGE)-L F1 score of 0.527, when it is fine-tuned
on the FairytaleQA dataset, while on the
NarrativeQA dataset, it achieves a lower ROUGE-L
F1 score of 0.442. This comparison suggests that
BART performs significantly better when fine-tuned
on FairytaleQA compared to NarrativeQA.

Huber and Hagel [22] have utilized the GPT-2 text
generation model for software engineering textual
exercises for unified modeling language (UML) class
diagrams. The model learns through grammar,
sentence structure, vocabulary, and context. The
generated text of the model needs manual correction.
19 software engineering students manually evaluated
the textual exercises; 57.9% of them understood the
grammar and sentence structure, and 84.2% would
prefer the textual exercises for exam preparation.

Hou et al. [23] proposed a novel approach for
sentence-level question generation by employing
prefix-adjusted soft prompt learning and a syntactic
information-based model. The proposed model aims
to improve the fluency, relevance, and answerability
of generated questions by effectively using syntactic
information to guide question generation. The
model's  effectiveness is  validated through
experiments on benchmark datasets, the Stanford
question answering dataset (SQUAD) and Microsoft
machine reading comprehension (MS MARCO),
demonstrating its ability to outperform previous
question generation approaches in both automatic and
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human evaluation metrics. The limitations of the
proposed question generation model are primarily
related to the reliance on pre-trained language models
and the use of benchmark datasets for performance
evaluation. Also, there is a need to improve the
diversity of question generation. The researchers
manually evaluated the fluency and answerability of
the generated questions on two datasets, SQUAD1.1
and MS MARCO. Dataset SQUADL.1 received
scores of 4.38 and 4.59, while dataset MS MARCO
received higher scores of 4.51 and 4.7 for fluency and
answerability, respectively.

Kumar et al. [31] proposed a data augmentation
method introducing diverse question generation from
a larger language model for the same context and
answer pair. They utilized an over-generate-and-rank
approach to select the optimal question. One notable
advantage of the proposed model is its ability to
generate challenging ‘implicit’ questions where
answers are not directly present in the context of the
text. The proposed model encounters a character
coreference resolution error.

Maheshwari et al. [32] introduced pre-training with
extracted gap-sentences for abstractive
summarization (PEGASUS)-large and BART-large
language models, designed for generating entity-level
factual questions by delexicalizing uncommon words.
For training, they employed the dataset, explain like
I’'m Five (ELI5). However, a notable drawback of
their approach is the considerable time investment
needed for both the training and inference phases.
Among the three approaches, namely normal fine-
tuned PEGASUS, rare word de-lexicalization plus
multiple generation, and span copy without global
relevance, the rare word de-lexicalization plus
multiple generation approach consistently
outperforms the other approaches across all datasets,
achieving the highest F1 score.

Dugan et al. [4] conducted a feasibility study on
answer-agnostic question generation for textbook
passages. The findings indicated that, despite the use
of answer-agnostic question generation, posing
questions based on summarized text yielded better
results.  Answer-agnostic  question  generation
sometimes generates questions that are out of
context. They utilized the BART language model on
the convolutional neural network (CNN)/DailyMail
dataset for summarization. There is a significant
increase in the acceptability of generated questions,
from 33% to 83%.
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Chen et al. [15] have introduced a novel bidirectional
graph-to-sequence (Graph2Seq) model for realistic
knowledge graph (KG) question generation,
surpassing previous approaches focused on single
KG triples. The model employs a unique node-level
copying mechanism in the RNN decoder for direct
attribute transfer. They have reported syntactic error
patterns such as repeated words and the absence of
important pieces of information in the generated
questions.

Das et al. [33] proposed an approach that generates
subjective questions from course curriculum key
phrases, utilizing a multi-criteria decision-making
method to assess student responses against model
answers. The study showcases the efficiency of the
automated system in minimizing manual assessment
efforts, highlighting its significance in the fields of
NLP and educational research. The proposed
approach introduces automation for subjective
question generation and single-sentence answer
evaluation, employing a keyword-driven method and
multi-criteria decision-making.

Fei et al. [24] proposed a controlled question
generation (CQG) framework for multi-hop question
generation, addressing the challenge of ensuring
question complexity and reasoning over multiple
pieces of information from input passages. The CQG
framework employs a graph attention network-based
key entity extractor and a controlled transformer-
based decoder with flag tags to ensure question
complexity and quality. Experimental results show
that the CQG model outperforms existing models by
25% in terms of BLEU points on the hotpot question
answering (HotpotQA) dataset, showcasing its
efficiency in multi-hop question generation.

Steuer et al. [25] investigated the transferability of
non-educational answer selection models to the
educational domain for AQG. For this, they utilized
three data sets, among which SQUAD and natural
questions (NQA) are non-educational datasets while
textbook question answering with answer (TQA-A) is
a novel educational dataset, developed for the study.
Further answer selection is performed using six
machine learning algorithms, viz., BERT, a robustly
optimized BERT pretraining approach (RoBERTa),
decoding-enhanced BERT  with  disentangled
attention (DEBERTa), a distilled version of BERT
(DistiIBERT), a lite BERT (ALBERT), and
SpanBERT, on the mentioned datasets. The research
aims to answer two main questions: the extent to
which answer selection models select the correct
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answers on dissimilar datasets, and the extent to
which these models transfer between educational and
non-educational datasets. The results show that
SpanBERT gives the best result for phrase level
answer selection among the six mentioned machine
learning algorithms. The findings suggest that non-
educational models do not necessarily transfer
effectively to the educational domain, highlighting
the need for larger educational training datasets or
completely different answer selection methods for
effective educational question generation.

Nguyen et al. [3] utilized materials from a graduate-
level introductory data science course for generating
questions. Data was extracted in extensible markup
language (XML) format, organized by unit, module,
and topic. They have employed MOOCCubeX for
concept hierarchy extraction and Google’s T5 model
for question generation. Google’s TS model was
initially fine-tuned for the SQUAD dataset. Out of the
203 generated questions, 151 (74.38%) questions by
the GPT-3 module and 115 (56.7%) questions by
human evaluators were classified as pedagogically
sound. However, the study reported limited question
diversity, primarily centered on ‘what’ questions.

Gopal [19] proposed a methodology that utilizes the
GPT model, the text-to-text transfer transformer
model, and syntactic post-processing for AQG. He
utilized ‘Pratham’ course material to generate
paragraph-level questions for Hindi and Marathi. The
limitations of the research include the dissimilarity in
sentence structure between English and Indian
regional languages, as well as the need for robust
evaluation systems for AQG tasks.

Rathi et al. [34] have applied NLP approaches to
English AQG. By using the nouns in the parsed text,
they have created objective and subjective questions
using the templates. Following the manual
evaluation, 73% of the generated questions were
grammatically correct. Additionally, they have
produced answers to the questions using the cosine
similarity method. Only a few of the questions
generated in their system have syntactic errors. The
proposed system can generate the questions ‘what,’
‘define,” ‘write a brief note on,” ‘explain,” and other
similar ones.
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So it is clear from the literature survey that questions
can be generated at the sentence [12, 23], paragraph
[13, 10], and document [16, 6, 26] levels. Throughout
the literature survey of AQG, a divergence in
question generation for different natural languages,
approaches, datasets used, and evaluation techniques
was observed. The reported works employ neural
network-based [18, 19, 22, 25], template-based [26,
34], and rule-based [3, 12, 13, 29] approaches.

Throughout the literature, it has been figured out that
rule-based approaches are well suited when there is a
requirement for the highest rate of accuracy and
precision. But while dealing with scalable models
and large datasets, machine learning approaches
outperform rule-base approaches. Since the AQG
engine is crafted here to provide accurate and refined
question generation, a rule-based approach is
employed. In addition to this, the proposed approach
addresses context and grammar-based question
generation at each level of the NLP pipeline.
Furthermore, the generation of such a diverse set of
questions contributes significantly to the field.

3. Methods

The overall framework of AQG is depicted in the
following Figure 1. Initially, a valid Marathi sentence
is provided as an input to the proposed model. The
input sentence then undergoes several stages of pre-
processing. At each stage, respective questions are
generated, and the preprocessed sentence is
transferred to the subsequent stage of the NLP
pipeline. The questions generated by the AQG engine
are later mapped to Bloom’s taxonomy. The
generated questions undergo post-processing, where
the questions are modified. As "Marathi is a free
word language" [35], the post-processing module
changes the word order of the question and constructs
a question with a different word order. The AQG
engine can generate nineteen different types of
questions. The pre-processing of the input text, along
with linguistic study and the question generation
methodology, by the AQG engine is detailed in
Section 3.1. Revision of the generated questions is
explained in Section 3.2, followed by Section 3.3,
where a rule-based mapping between the question
and Bloom’s level is carried out.
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3.1Preprocessing and question generation

Text preprocessing is an integral part of any NLP
application. For AQG, the input text is preprocessed
at various levels. The different steps for pre-
processing the text are tokenization, POS tagging,
stemming, NER, shallow parsing, and dependency
parsing. The NLP pipeline consists of several steps
that are used to analyze the natural language text at
the syntactic and semantic levels. In syntactic
analysis, one can analyze the grammatical structure
of the sentence. Syntactic analysis is done with the
help of tokenization, POS tagging, shallow parsing,
dependency parsing, etc. In semantic analysis, one
can understand the meaning of the sentence.
Semantic analysis involves NER, word sense
disambiguation (WSD), sentiment analysis, natural
language inference (NLI), etc. The following sections
give a brief discussion of each process in the NLP
pipeline.

3.1.1Tokenization

Tokenization is the process of breaking down a text
into smaller pieces, called tokens. These tokens are
usually words from a given text. The proposed
algorithm uses tokenization to generate questions of
type ‘Arrange the words in the correct order’. Such
types of questions would check the student’s
knowledge of grammar, syntax, context, and meaning
of the words. Here, the words of a sentence have
been separated, and then these words are randomly
shuffled. The student is asked to arrange these words
in the same order as the original sentence. According
to Bloom's taxonomy, such types of questions fall
into the ‘analysis level’ (Level 4). It can check the
student’s ability to analyze the word’s meaning and

580

place, which involves grammatical study of the
particular language.

The initial step involves tokenizing the input Marathi
sentence. The natural language toolkit (NLTK) [36]
tokenizer has been used for word tokenization. The
Word_Shuffle_Algorithm is used to generate the
question of type: ‘Arrange words in the correct order
and write a meaningful sentence’.
Word_Shuffle_Algorithm:

Input: Marathi sentence, punctuation symbol lexicon
Output: sentence with shuffled words

Step 1: Start

Step 2: Tokenize the sentence

Step 3: Remove the punctuation symbols

Step 4: Count the number of tokens as n.

Step 5: if n > 3 then randomly shuffle the tokens.
Step 6: Output the sentence with shuffled words

Step 7: End

3.1.2POS tagging

It gives us the grammatical category of each word in
a sentence. There are eight types of POS categories in
Marathi: noun, pronoun, adjective, verb, adverb,
prepositions, conjunction, and interjection or
exclamation. A noun is a word that is the name of
something, like a person, location, thing, animal,
time, date, etc. The noun is further subdivided into
three categories: common noun, proper noun, and
abstract noun. Proper nouns are the specific name for
a particular person, thing, place, or animal. Proper
nouns are used to generate the factoids. To identify
the entity type, whether it is a person name,
organization name, or anything else, the next level of
the NLP pipeline is needed, i.e., NER. Trigrams’n’
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tags (TnT) POS tagger [37] is trained using the
‘marathi.pos’ corpus from NLTK and conducted POS
tagging by leveraging the TnT POS tagger. Later,
shallow POS tagging is performed in situations where
TnT is unable to recognize the POS tag. The
following section details the linguistic study of the
POS tag with respect to question generation.

Adjective: An adjective is a word that describes the
noun or pronoun in a sentence. Adjective words in a
sentence have been used to generate questions for the
tutorial dialogues [38] and vocabulary questions [39].
Table 1 shows the types of adjectives and the types of
questions that can be generated from the adjective
words. The subtypes of adjectives and the questions
that can be generated from the adjective words are
discussed here.

Qualitative adjectives: A qualitative adjective is a
word that describes different qualities of the noun.

For example, #/77elT He/alT (good boy, Cangala
mulaga). 1% &PHvdq  (sweet apple, Goda

sapharacanda). 9% &GI¥ (brave soldier, Stira
saradara). Here, the ‘how’ type of question is be
formed by consuming the qualitative adjective.
Questions types based on grammar, like ‘find out the
synonyms and antonyms of the given word,” can be
formed by using the qualitative adjectives in the
sentence. These questions have Bloom’s level 2, i.e.,
‘comprehension level’.

Quantitative adjectives: A quantitative adjective is a
word that counts the noun or gives some numerical
information about the noun. The counting adjective
shows the number of nouns, and from the counting
adjectives, factoid questions like ‘how many,” ‘how,’
and ‘what is’ can be formed. For example, the

counting adjectives are ger i??ﬁ(ten girls, Daha

Table 1 Types of adjectives and the question words

muli), FIG7 H9T (fourteen languages, Cauda bhasa),

and & & (half an hour, Ardha tasa). The
sequential adjectives explains about the sequence of

the nouns in the sentence. As an example, F¥& 4vf

(first class, Prathama $réni), Graar &Jrerr (fifth
bungalow, Pacava bangala). The question of the form

f@aar (what is, Kitava) can be constructed from the

sequential adjective word. The repetition adjectives
indicate the number of repetitions of the noun. For

example, Z'ge (four times, Caupata), Gg79e (ten

times, Dahapata), g?# (twice, Duhér). ‘How many
times’ type questions can be formed using the
repetition adjective. The quantitative adjective words
are also used to construct the ‘true/false’ type of
questions, which have Blooms level 1, which is
knowledge level. Thus, quantitative adjectives play
an important role in question generation tasks where
the questions are about numerical information.
Tablel provides a summary of the types of adjectives
and the corresponding types of questions generated
from them.

Verb: A verb is a word that completes the meaning of
a sentence. Table 2 shows the list of verbs that were
used to generate different types of questions. The
questions of type ‘true/false’ are formed after
processing the auxiliary verbs in the sentence. Here, a
set of specific verbs within the Marathi language that
are employed to construct ‘define’ and ‘who said to
whom’ type questions has been investigated. The
study delves into the linguistic mechanisms
underlying these verbs, aiming to uncover their
syntactic and semantic properties that facilitate the
generation of questions.

Type of adjective Questions
Sub type of adjective
Qualitative How (ar, Hefl, &3)
Quantitative Counting How many (f3dlT ), True/False questions
Sequential What is (fhaar, faradr
fohcear, fRdd), True/False questions
Repetition How many (fdT ), True/False questions

Table 2 Verbs and the question words

Verbs Questions Blooms level
FEUTATd, Fgordai(called as) What is, define, fill in the blanks Level 1
Who said to whom Level 1

FEUITS, FUTCll, FEUTaT (said to)

Grammar-based questions
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Verbs Questions

Blooms level

Auxiliary verbs True/False

Level 1

Conjunctions: ~ Two  distinct  categories  of
conjunctions exist: coordinating conjunctions and
subordinating conjunctions. The ’true/false’ type of
question can be formed by using subordinating
conjunctions. Since each subordinate conjunction
states a different type of relation between the main
clause and the subordinate clause of the sentence,
question generation varies with respect to the
subordinate conjunction used in the sentence. The
relationship between the main clause and the
subordinate clause is applied in the question
generation process. ‘Wh’ and ‘fill in the blanks’
questions can be formed using the relation expressed
by the subordinate conjunctions in the sentence [40].

The discourse connectives have been used to generate
the why, when, yes/no, ‘give an example’ type of
questions [41]. In contrast to the system reported
[14], proposed model excels in generating ‘why' types
of questions, showcasing an enhancement in question
diversity and depth. Table 3 presents a
comprehensive overview of various subordinate
conjunctions,  question  words, and their
corresponding Bloom's cognitive levels. This
categorization provides a structured understanding of
the relationships between subordinate conjunctions,
the associated question words, and the cognitive
complexity levels, facilitating a nuanced analysis of
question generation patterns.

Table 3 Types of subordinate conjunctions and the question words

Subordinate conjunctions Context-based question word Grammar-based Blooms
guestions Level
FEUTS (means, Mhanaje) ‘What is’, define, °‘Fill in the Level 1
' ' blanks’

SRR (If then, Jara-tara) , StegT-ciegT(when,  When, “What will happen if’

Join the following two  Level 1

jevha-tevha), STeRTIRA-AegTarE  (since, Sroner conjuntive
jévhapasiina-tévhapasina) word

FRUT(because, Karana) Why TLevel2
FEULA (s0, Mhantina) Why CLevel2
gRoTeT (As a result, Parinami) Why “Level2

The tokenized sentence is then be passed to the POS
tagger. At this stage, depending on the POS category
of each word, it is negated to convert the sentence
polarity from positive to negative and vice versa. The
output of the ‘TF_Algorithm’ is a document
containing multiple true or false questions.
Postposition lexicon: PP

Quantifier lexicon: Q

Negation of copula word:C

Negation of the adjective word: 4

Negation of the adverb word:Adv

Negation of the postposition word:PP

Negation of the quantifier word:Q

TF_Algorithm(S):
Input:  Valid Marathi sentence (S), Verb lexicon,
quantifiers lexicon, conjunctive words lexicon,
postposition lexicon
Spos - POS tags of S
Output: True-False questions (TF)
If S is a simple sentence then
If S is copular sentence then:
Replace copula (C) with €
582

TF<TF+S
For each word of S and POS of Sy,

If POS is an adjective/adverb (A/Adv) then
Replace the word with A/Adv
TF<TF+S

EndIf
If POS is a noun then:
If the noun ends with a postposition (PP)
Replace the PP with PP
TF<TF+S
EndlIf
If the word is Quantifier (Q) then:
Replace Q with Q
TF«<TF+S
EndIf
If word is Negation then remove it.
TF « S _ Negation
EndIf
Else if S is a complex sentence then:
Extract the main clause and subordinate clause
TF_Algorithm (main clause)
When presented with a complex sentence containing
subordinate conjunctions, the AQG engine is poised
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to generate a spectrum of diverse questions,
reflecting the nuanced relationships between the main
and subordinate clauses. Rules are defined to
generate the questions by using the input sentence,
the conjunctive word lexicon, and the question word
lexicon. Here, the complex sentence is divided into
two or more simple sentences. The grammar-based
question, asking to join these two sentences using an
appropriate conjunctive word, is generated at this
stage.

Example.

Input sentence: FET ~ YSIUNHS  STerdeuuUITdr
el dleal  ®RU Rl g Hewyd

StaesTT qrof TS AT frar  drETRa
HedoToTd  JAA AT

Transliteration: Mrda pradiisanamulé
jalapradusanaca dhoka vadhato karana visari drav
mrdémadhiina javalacy apanisathyata kinva
pajharina bhiirbhvajalata pravésa karatata.
Translation: Soil pollution increases the risk of
water pollution as toxic substances seep through the
soil into nearby water bodies or seep into
groundwater.

Output ~ question:  9eaf.  HaT  YSuUNHD
STCTIGUTTET &iehT &l aTecil?

Transliteration: Prasna. Mrda pradisanamulé
jalapradiisanaca dhoka ka vadhato?

Translation: Question. Why does soil pollution
increase the risk of water pollution?

The above question can test the learner’s
understanding level. The above question can be asked
in another way, as follows:

Example.

Output question: 92T, SHIROT ST
~#eT W STETIEYUTTET  &lehT aTeal.

Transliteration:  Prasna. Karang dya.

-Mrda pradisanamulé jala pradiisanaca dhoka
vadhato.

Translation: Question. Give reasons.

-Soil pollution increases the risk of water pollution.
The AQG engine can generate ‘when,” ‘what will
happen if,” ‘complete the sentence,” and ‘what is the
result of ...” types of questions at the POS level,
expending subordinate conjunctions.

The following example demonstrates the question
generated at the POS level from the quantitative
adjectives.

Example.
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Input sentence: 2T ATS ITAT Sl 3Te.
Transliteration: Samaca $aleta pacava kramank
aahe.

Translation: Sham is fifth in school.

Output question: T2=T. QMTHAT LAMadd fehddar shATh

3mg?

Transliteration: Samaca $aléta  kitava kramank
aahe?

Translation: Question. What is Sham's number in
school?

3.1.3Stemming

In this NLP task, the root word is extracted by
removing the suffixes. After creating a suffix lexicon
for the Marathi language, the lexicon-based suffix-
stripping stemming technique is used. The suffixes
are called ‘vibhakti pratyaya’ in Marathi; they can be
used to generate the questions. The grammar-based
questions like ‘find the root word’ and ‘correct the
sentence by using appropriate postpositions’ can be
formed at this level of NLP pipeline. Asking a
student to use an appropriate suffix requires them to
apply their knowledge of word structure and
language rules to modify words correctly, which
aligns with the application level of Bloom's
Taxonomy. These types of questions are exclusively
posed in the language subject.

Now the POS-tagged sentence is passed to the
stemmer. The stemmer extracts the suffix from the
words in an input sentence. In Marathi, when a suffix
is added to nouns in a sentence, it sometimes modify

the form of the root word. For example, 2maseaT

(school’s), here the root word is ‘eI’ (school).

Custom rules are designed to extract words with
postpositions. Especially in language subjects, the
learner is questioned to write the answers to the
questions mentioned below. These types of questions
can be asked only in the grammar study of the
Marathi language. The words with a suffix have been
used by the AQG engine for question generation.
Example.

Y. Wiellel aTRaTciel 3R e HBET

d AR iaél.

Transliteration: Prasna. Khalila vakyatil
aadhorekhita $abdacé mularipa va saman'yarlipa
liha.

Translation: Question. Write down the root word of
the underlined word in the following sentence.

Input: AIgeT  ATSTAT HTARTT WS AR,
Transliteration: Mohana g$alecya avarata khélat
aahg.
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Translation: Mohan is playing in school’s premises.
3.14NER

The extraction of entity types is facilitated through
the use of NER. The entity can be a person's name, an
organization's name, a date, or a time etc. Named
entities [27, 28, 42] and SRL [43] have been utilized

Person name

Location/place name

Date or time

Proper noun
Thing

Animal’s name

game

Figure 2 Nouns and factoid questions

After stemming, the preprocessed sentence is further
passed on to the named entity recognizer. Here it
identifies the type of entity, i.e., person name,
organization name, date or time, etc. Depending on
the type of entity, the question can be constructed
using a set of custom rules. Here, the SpaCy NER
tool [44] is used to extract the type of entity from the
text. SpaCy is an open-source library providing NLP
tools for the Python programming language (version
3.5.3).

Custom rule for entity translation:In the process of
question generation, a custom rule has been
implemented to enhance the precision of the
generated output. This rule is designed to handle
entities within the text and specifically addresses
instances where the entity denotes a location.

Rule description: Identification of entity type: Text
is subjected to an entity recognition process to
identify the type of entity within the content.

Location entity detection: The rule focuses on
detecting entities that represent locations within the
text.

Entity replacement: If an entity is identified as
denoting a location, it is replaced with the equivalent
interrogative word that conveys the sense of location

for example ‘HIS’.
Example.
584

to generate factoid questions. Figure 2 shows the
types of proper nouns and possible factoid questions
that can be generated from each type of proper noun.
These types of questions check the learner’s ability to
recall facts or concepts. They are at Bloom's level 1.

Y

Who

Y

A

Where

Y

A

When

A

What

A

Who

A

what/which

HIAT fEeoliel SITd 31Tg.
Transliteration: Stma dillila jat aahe.
Translation: Sima is going to Delhi.

9. HIHAT IS ST 3R?

Transliteration: Prasna. STma kothé jata ahe?
Translation: Where Sima is going?

Person entity detection: The rule focuses on detecting
entities that represent person entity within the text.
Entity replacement: If an entity is identified as
denoting a person, it is replaced with the equivalent
interrogative word that conveys the sense of person.

10T feeollel ST 3118?

Transliteration: Prasna. kona Dillila jata ahe?
Translation: Who is going to Delhi?

3.1.5Shallow parsing

Shallow parsing is the process of extracting phrases
from a sentence, which means analyzing the sentence
to identify the constituents like noun groups,
adjective groups, verb groups, etc. However, it does
not specify their internal structure or their role in the
main sentence. It works on top of POS tagging. It
uses POS tags as input and provides chunks (phrases)
as output. Shallow parsing can break sentences into
phrases that are more useful than individual words
and yield meaningful results, which is important for
question generation. A group of related words make
up phrases, and there are three major categories.

1. NP
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2. VP
3. Adjective phrase (ADJP)

For extracting phrases, NLTK's regular expression-
based shallow parser is employed. The NP shallow
parse tree is generated using the shallow parser, and
the tree grafting approach is used to generate the
questions from the tree. The AQG engine, employing
distinct types of phrases, a postposition lexicon, and a
question word lexicon, has the capability to generate
questions types categorized as 'Fill in the blanks' and
'wh'. Rules play a crucial role in identifying question
words based on the relationships expressed by
postpositions in the provided sentence. This study
delves into a linguistic analysis of postpositions and
the resultant questions derived from them. During
this stage of the NLP pipeline, questions categorized
under Bloom’s levels 1 and 2 are generated. Level 1
questions are characterized as factoid questions,
while Level 2 questions, falling under the
comprehension level, includes inquiries such as
‘why’ or ‘give reasons.” The extraction of specific
VP is instrumental in identifying key terms within the
sentence. These key terms subsequently serve as the
foundation for constructing diverse question types,
including ‘define,” ‘what is,” ‘who said to whom,’
“fill in the blanks,” and more. In this study, a
linguistic analysis of postpositions and the
corresponding questions generated from them is
thoroughly analyzed.

Example

Input sentence: ITTHETGAT 3TTHIATHEY Sicgl dlal
THAGA degl gadiel ATIgIeleT 3Mfor JifFasterar
AT 13T Aafesh 3HFass dIr gido
Transliteration: Pavasalyat aakasamadhy€ jévha vija
camaka te€tevha havétil a nayatrojan akinvaoksij
anaca sanyoga ho'ina nayatrika oOksa'ida tayara
hote.

Translation: When lightning flashes in the sky
during monsoons, nitrogen and oxygen in the air
combines to form nitric oxide.

et Sreft A 2reg forgT

585

qIaTedTd 3TRIRMALY Acgl drel IHeS deal

[ 3| J——— RT3 Adfch
3iTFATSS TR 8.

Transliteration:Pavasalyat aakasamadhye jévha vija
camakaté tévha havetila---------------—--- sanyogahd'i

nanayatrika 0ksa'ida tayara hote.

Translation: Fill in the blanks

During monsoons, when lightning flashes in the sky,
nitric oxide is formed by the combination of ------
------------ in the air.

The NP ‘ARSI 30T 3PS (nitrogen and
oxygen) is utilized by the AQG engine for AQG.
3.1.6Dependency parsing

It involves examining a sentence's grammatical
structure to determine the relationships between its
words. Dependency focuses on the relationships
between the words. The dependency relations are
further used for AQG. Here, the study has been
carried out to figure out the various types of question
types from the dependency relations. For Marathi, the
‘vibhakti pratyay’ plays an important role along with
the dependency relations to generate the precise
questions. The questions formed at this stage have
Bloom’s level 1. These types of questions test the
learner’s ability to recall facts. Afzal et al. have
generated multiple-choice-based questions using
dependency-based patterns [45]. The dependency
relations information has been used to improve the
generated questions by making them more precise
and relevant to the topic [17]. Here, the STANZA
dependency parser is used to extract the dependency
relationship between the words of a sentence. Rules
are crafted to generate questions by leveraging
dependency relations, morphological information
from the dependent word, and the question word
lexicon.

The output of the DepRel_Based_QG_Algorithm is a
document containing various types of questions.

The questions generated from the dependency
relations ‘oblique nominal (obl)’ and ‘nominal subject
(nsubj)’ are shown in Figure 3 and Figure 4.
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A G THREE HIUS.

Transliteration: Samang suriné sapharacand akapalg.

Translation: Sham cut the apple with a knife.

nsub

RSV oR eIl G

I || g

A | |

A B HRAGHUS?
Samané kasané sapharacanda kapalg?
What has sham used to cut the apple?

nsub

R IVoR I G

Figure 3 Question generation using the dependency relation ‘obl’

DepRel_Based_QG_Algorithm:

Input:  Valid Marathi sentence(S), Dependency

Relations list, Suffix (Vibhakti) lexicon, Question

word lexicon,

Output: set of Questions

1. Start

2. Parse the sentence (S) and create a dependency
relation list (DpRIList)

M YA JHRAG DU,

Transliteration: Samang surin€ sapharacand akapalé.

Translation: Sham cut the apple with a knife.

qeRde || HUS

T |gR

el | |5

3. Repeat step 3 to step 5 for each dependency
relation(DpRI) from the DpRIList till DpRI #
NULL

4. Perform morphological analysis on dependent
word to extract the morphologically inflected
question word

5. Generate the question by utilizing the custom
rules, morphological analysis, and the question
word lexicon

6. End

DI I qHRdE HIIS?

Kon1 surin€ sapharacanda kapal&?
Who cut the apple with a knife?

qHde || B

Figure 4 Question generation using the dependency relation ‘nsubj’

The ‘nsubj’ dependency relation in dependency
parsing represents the syntactic relationship between
a verb and its subject. It identifies the noun or
pronoun that performs the action or state described
by the verb. A question asking for information about
who has performed the action can be generated from
the dependency relation ‘nsubj’. The ‘obl’
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dependency relation in dependency parsing identifies
a noun or NP that provides additional information
about the action or relationship expressed by the
verb. The ‘obl’ can indicate how the action is
performed and the time and duration of the action.



International Journal of Advanced Technology and Engineering Exploration, Vol 11(113)

The possibility of multiple interpretations within a
sentence is effectively addressed during the
preliminary stages of sentence processing. These
stages include POS tagging, NER, chunking, and
parsing, which analyzes the syntactic structure of the
sentence. Through these processes, the intended
meaning of the sentence becomes clearer as
ambiguous elements are disambiguated based on
their grammatical roles and relationships within the
sentence structure. In the context of question
generation, the presence of linguistic ambiguity
stemming from the same word having different
meanings in different contexts may not significantly
influence the question word. This is because question
generation primarily relies on syntactic and semantic
structures rather than the specific meanings of
individual words.

For instance, consider the word ‘@8I, which can
refer to a necklace or a loss. In the sentence, 3oy
&R fdehd gder (Urmila bought a necklace). Here,
the word ‘8 refers to a ‘necklace.” In contrast, in
the sentence ‘3T Wadld R Ychdral IeTel,’
(Urmila had to lose the game), the word ‘@I refers

to ‘loss.” Despite the different meanings of ‘8’ in
each sentence, the syntactic structure and overall
context provide enough information for question
generation without requiring a deep understanding of
the word's specific meaning. Therefore, during the
pre-processing stages like POS tagging, chunking,
and parsing, the system can effectively handle such
ambiguity by focusing on the structural and
contextual cues to generate questions accurately.

3T H1T TAhd gdelr?
Translation: What did Urmila purchase?
STHATT WS HIT TchTd! oITTei?

Translation: What did Urmila have to face in the
game?

3.2Post-processing

Here, the questions generated by the AQG engine
exhibit variability. This variation can involve
changing the position of the question word or, in
certain instances, altering the question word itself. In

Marathi, the question word ‘Eﬁ?ﬂ?fl;é" (why) can be

replaced by the question word ‘eI’ (why). Both

questions have the same meaning, except for the
question word.
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3.3Mapping of questions with Blooms taxonomy
Bloom's taxonomy is an essential element in the
teaching and learning process to assess the learning
ability of the learner. The taxonomy was proposed in
1956 by Benjamin Bloom [46], an educational
psychologist at the University of Chicago. Bloom's
Taxonomy is a framework for classifying educational
goals and objectives. The taxonomy consists of six
hierarchical  levels, which are  knowledge,
comprehension, application, analysis, synthesis, and
evaluation. The main objective of asking a question
to a learner (student) is to evaluate his or her learning
ability, knowledge, and understanding. Assessing the
learner (student) and self-assessment can be carried
out by questioning. Hence questions play an
important role for assessment and evaluation. If the
questions are framed on the basis of Bloom's
taxonomy, then the student is assessed at different
levels. Like, does the learner (student) have
knowledge of the basic facts related to the topic
learned? Does he or she understand the concepts?
Can he or she use knowledge in new circumstances?
This approach can help the educator identify areas
where the student or learner needs help for
improvement. The six levels of questions defined by
Bloom’s taxonomy are summarized here.

Knowledge: Recalling is the primary educational
objective in the curriculum. One can test whether the
student can recall previously learned information.
Factoid questions that require fact-based answers
falls under this category.

Comprehension: This level refers to the learner’s
understanding of facts. A learner can answer these
types of questions if he has understood the concepts
he has learned. The teacher or an evaluator can judge
the understanding level of the student by asking him
level 2 questions, which are ‘comprehension’
questions. ‘Give scientific reason’, ‘why’, ‘give
reasons’, ‘why this happens’—these types of
questions are of Bloom’s level 2.

Application: Level 3 is the application of the
learner’s knowledge in a new situation. Whether a
learner can apply or use his previous knowledge in a
new situation, these types of questions not only
require an understanding of the concepts but also
their use in a new scenario.

Analysis: Break down objects or ideas into simpler
parts and find evidence to support generalizations.

The proposed AQG model can generate ten distinct
context-based question types and nine distinct
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grammar-based question types. Karamustafaoglu et
al. have classified biology questions as per Bloom’s
taxonomy by Biology teachers [47]. Various
approaches, including naive bayes, laplace smoothing
[48], artificial neural networks [49], CNN [50], pre-

trained language model [51], and rule-base [52] have
been employed for question classification.

The various types of context-based and grammar-
based questions generated through the AQG model
are depicted in Figures 5 and 6.

Grammar-based questions l

Arrange the words in correct order and write a
meaningful sentence

I——Match the pairs

Write the root and common form of the following
word.

Rewrite the sentence using the correct form of
inflection for the word in brackets.

Find the verb/adverb /adjective/noun in the
sentence

——Use appropriate punctuation marks in the sentence

——rIdentify the type of noun of the uderlined word.

Use appropiate conjunction from the list to join
the two clauses.

Write synonyms/Antonyms of the following
word/s

Context-based questions

—Factoid/ 'wh' questions

—Define/ What is
—Fill in the blanks

I—True/false

I—who said to whom

——Give reason/why

—What will happen if

—What is the effect of

—Complete the sentence

| Compare between

.../differentiate between

Figure 5 Types of questions generated by AQG model

The final model, where mapping of the generated
questions with Bloom’s taxonomy is carried out,
receives the questions generated by the AQG engine
and the questions processed through the post-
processing model. Bloom’s levels range from "simple
to complex” [46]. All mapping is done using a rule-
based approach. Custom rules are designed that
checks which question falls under respective Bloom’s
level, depending on the question word. Omar et al.
have proposed a rule-based automated analysis of the
exam questions that utilizes keywords found in the
question [52]. The factoid questions have fact-based
answers; a learner has to recall the facts to answer the
question. These questions are classified as Bloom’s
level 1 knowledge. Following Figure 7 shows the
mapping between NLP pipeline levels and the
Bloom’s taxonomy model.

Example

AMHAAT qMBd  F&ig AT,
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Transliteration: Samala $aléta baksisa milalé.
Translation: Sham got a prize in school.

Multiple fact-based questions can be extracted from
this sentence which is elaborated below. These
questions can check the learner’s recall of facts
related to the given sentence.

Questions: IV 2Mesd S&7E [ABrer?
Transliteration: Konala $aléta baksisa milalg?
Translation: Who won a prize at school?

AT F&NH  HIvTT  fASBTN?

Transliteration: Saléta baksisa konala milale?
Translation: Who won a prize at school?

AMHST IS & Aesret?

Transliteration: Samala kothe baksisa milale?
Translation: Where did Sham get the prize?

Marathi language question words that are related to
Bloom’s level 1, i.e., knowledge level, are listed
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below in Table 4. Answers to the questions with these question words are specific facts only.
Grammar-based Context-based
guestions questions
RSEIREREDCEIERIEZUS IR B G [JFRS———
ared ias
| Sisar Sear e folgl /- FgouTsl 1

—@TelleT ASETY Fgs &9 30T ATAT w9 fogr. [~ YT St A ere forgt

_EF'“'F‘“‘*"E;’%W'*]WW”@ el e e s aRiet & FovgT 3fon
AT gt ForeT. —

| TR TR /RhaTTRSoT /RS ET TR R A T SRS Fd et

_%ﬁwﬁwﬁrsiwmqlw IO IO FETel
—3TEMRTE ATATT YR 3T midkihSE
GrelTel gl aTdy, AT IHAT-TAT 3eTT | X T Il
| Tt Sirer 3T A JogT forgT. | ey aforE et
—faegradt /st erse forgr aery quT T
[ BT TS T /Torel

Figure 6 Types of questions generated by AQG model

NLP pipeline Mapping between NLP pipeline and  [Bloom’s Taxonomy
Blooms taxonomy
Evaluati
Dependency Parsing| —» [1. Knowledge on
Shallow Parsing | ™ [1. Knowledge  [2. Comprehension ‘
NER 7 1. Knowledge ATELERS
_VL . -
Stemming 3. Application Application
_> !
POS Tagging 1. Knowledge  [2.Comprehension Compreshension
—> Knowledge
Tokenization 4. Analysis

Figure 7 mapping of questions generated at each level of NLP pipeline and Bloom’s taxonomy levels

Marathi language question words that are related to below in Table 4. Answers to the questions with
Bloom’s level 1, i.e., knowledge level, are listed these question words are specific facts only.
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Table 4 Factoid question words

FIomelT Konasi (with whom)

HIUTT Konasa (to whom)

FeATeT Kasane (with which)

FIOTT Konala (to whom) FIofY Koni (who)

fohaar Kitava (how much)

fohdedT Kitavya (how many)

fhdlr Kiti (how many)

Femell Kasasi (with what)

FIomely Konast (with whom) Fromeadt

FIUTHAR (in front of whom)

FIS Kasamule (where)

FHATATST Kasasath (for what)

FATHRAT Kasakarita (for what)

FAATACT  kasanimitta (for what PTSK6thé (where)

reason)

FHATHEY Kagamadhyé (in what)

FIUTSIads kondjavala (who)

FHATAT Kasapasi (why)

FIUTHHET Konasamaksa (in front of
whom)

FATAGSH kasa'aivaji (instead of what) FIomiaEY Konavisayt (about whom)

FIUTIHTOT Konapramane (like who)

FIOMASRT konasejar (who)

FIuTaEel Konabaddal (about whom)

ﬁ'ﬂ'ﬂ?ﬂ% Konamulé ( due to whom)

afl‘UTlﬁ'\?{ konakadina (from whom) FIOMAGTT  Konasivaya  (without aPIOTEEST  Konakhérija  (apart
whom) from whom)

FIUTERIET FIUTAET Konasobata (with whom) FIoTeafdeFd  Konavyatirikta (apart

konabardbara (with whom) from whom)

FHIUTTEE konasaha (with whom)

FIomafEd Konasahita (with whom)

HIUTIET Konapeksa (than whom)

hRMAET Kasyavariina (from what)

HATfeT Kasatina(from what)

$RMAY Kasavara(on what)

FIUMAEE  Konavirud'dha (against  SHRITHEYA Kasyamadhiina (from what) El'ﬁ'UTIFT Konahtina (from whom)

whom)

The grammar-based questions to find synonyms and
antonyms require the learners understanding of the
words; therefore, they have Bloom’s level 2, i.e.,
comprehension.

A ‘why’ type of question corresponds to Bloom's
level 4, which is analysis [46]. In Bloom's
Taxonomy, ‘analysis’ is a higher-order thinking skill
that involves breaking down composite information
into smaller fragments and examining the
relationships between them. “Why’ questions often
require this type of analysis, as they typically require
the student or learner to understand the underlying
reasons or causes behind a particular phenomenon or
situation. Hence, ‘Why’ questions are classified as
analysis-level questions.

The learner or student needs to know the meaning of
the given words in addition to understanding their use
in a sentence and performing the analysis on the
order of these words to form a meaningful sentence
in order to answer the question, ‘Arrange the words
in the correct order and create a meaningful
sentence.” This type of question also has Bloom’s
level 4, i.e., analysis level. The proposed model's
entire execution is shown in the example that follows.
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Input Sentence: TaHTGAT HTHRIRMHALY Sicgl drel
THSA dogl gddial Arglslel 30T HifFasterar
T g3 AgeHh HFASS dIR 8id.

Transliteration: Pavasalyat aakasamadhyé jévha
vija  camakaté tevha havétila nayatrdj anaani
oksijanaca sanyoga ho'lina nayatrika Oksa'ida tayara
hote.

Translation: During the rainy season, when lightning
flashes in the sky, nitrogen and oxygen in the air
combine to form nitric oxide.

The above sentence is processed through a tokenizer,
POS tagger, stemmer, NER, punctuation stripper,
shallow parser, and dependency parser. The step-by-
step output of each preprocessing module and the
questions generated at the respective level are shown
below in Table 5. This study aims to evaluate the
AQG engine’s effectiveness in accurately generating
questions from the text. A combination of automated
and human-based metrics (adequacy, fluency,
difficulty level, impact on overall understanding,
answerability, etc.) is employed to assess the quality
of the generated questions.
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Table 5 AQG model’s output demonstration

Output  of
tokenizer:

(UrqaTEaTd]  [3meRmAEEY]  [Jegr]  [dr]  [G@ed)  [degr)  [gddie) (AT [3nfor)
[SitfEsteraT] [(WAer] (@3 [afew] (3iFaEs] [@@r) @) [

Question
generated:

Arrange the words in correct order and write a meaningful sentence

BT TR ALY SicgT AT THGS gadiT dogl ATICIST AT JfFasr=rar AT @15 A IRH
HFATSS TIR IrEATBIATT

Translation: Occurs in the sky when lightning flashes in the air, nitrogen and oxygen combine to form nitric
oxide during rain

Output  of
POS tagger

qEATEATd NN ATHIATACT W Sicgl PRP et NN T#H®d VWM degl CC  gadter NN ATIEIsel NN
IO _CC JTfFastarar NP EIWRT NN @13 VM dArafesd NN 3iTFa18s NNP 99 _JJ 8. VM . _SYM

Question
generated

1)@relter areF ot .

Translation: Complete the sentence:

qIaaTedTd ATHRIRTAEY Siegl diel dHehd degl
Translation: During the rainy season, when lightning flashes in the sky
2)@reliel arey ek o e o TolgT 30T arery Yehrel 3T O SRISR el ToIg.

Translation: Write the following sentences true or false and correct them if the sentences are false.
JaATeATd  3THRRIALY SegT diel THbd dogl gadlel AIeliolel fohal 3ifFasterar FIWET g1FeT
Arafes 3ifeass R g

Translation: When lightning flashes in the sky during monsoons, nitrogen or oxygen in the air combines to
form nitric oxide.

3)WesT. §adiel STIelsle 30T TSI AT 8i3eT ATAEHITFHSS hegl dIR 8ld?

Translation: Question. When nitrogen and oxygen in the air combines to form nitric oxide?
Questions based on grammar

4)qesT. Taegrdt e forgr -aaR Translation: Write the antonym-ready

g, gAY ereg fogr -TAR Translation: Write the synonym-ready
5) 99T, SNSAT ST Translation: Match the pairs

AT HG Noun was

FqAATH [SRIES Pronoun ready

[ERELS arafgd  Adjective  Nitric

[ERIEC JegT Verb When

6) T@rellel alel dleFy, AT IHA-AT e dTI™A ST IO ATy GogT Tole.
Translation: Use appropriate conjunction from the list to join the two clauses.

1. 371TFEStear §A9T g3 Aafes 3aass aaRed

2. IIGHTSATd 3HTRIALY I TH d gadiel ATIgIStel

Translation:

1. Nitric oxide is formed by combining with oxygen
2. Lightning in the sky during rains Nitrogen in the air

Output  of
Punctuation
stripper

This sentence has only one punctuation symbol. Therefore, question cannot be generated at this stage.

Output  of
Stemmer

qTgdTedTd- > TaHTeaT
ifegsterar> dieaseT

Question
generated

Questions based on grammar
URE. rellel s HBEY d FHAIRT Tolgr.

qTadTeATT sfiFgetear
Translation: Question. Write the root and common form of the following word.
of oxygen during monsoon
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URe. AT s Ao Aog &9 AT arrg Yol forgT.
Translation: Rewrite the sentence using the correct form of inflection for the word in brackets.

(qTgHTSAT)  THIRAMALY Scgl AT TG degl gadriel Aol 30T (iifFase) Farer g
Arafesd 3iFass daR g

Translation: When lightning flashes in a rainy sky, nitrogen and oxygen in the air combine to form nitric
oxide.

Output  of  fffFasterar MISC
NER:
Question UTaHTSATT ATHRIALE Sicgl AT 9H7sd degl gadid ARG 3mfor ——————— AT
generated o
argfesd 3eargs T9R aa.
Output - of  Np : 3epTemaEY
Shallow o
parser: NP : TSIt 3fOT 3fifFasterar
Question 4) Y. UHTRATd IS dIST THGT degT sddld AMEISll 30T 3fFaeeiar AT giFe
generated o
Arafew AeFass IR gida?
Translation: Where during monsoons then lightning flashes, nitrogen and oxygen in the air combine to form
nitric oxide?
5) YR,  UTGHTSITd HAAEEY deT THGd deal §ddidl ArIcetsT 0T 3iiFaeierar AT giFeT
Arafew 3rass AR g
Translation: Question. In which during rains, then lightning strikes, nitrogen and oxygen in the air combine
to form nitric oxide?
6) Reprear Smeft Aeg ersg foreT.
1) gregTEATd THGA degl gadiel AICISIINO3FaSeTar FA6T gi3el aArafes
3TFAEs TR 8.
Translation: During monsoon, when ------- glows, nitrogen and oxygen in the air combine to form nitric
oxide.
2) UTqHTGATd JMHRMTALY Scgl el THGd degl gddrel TIAET A
Arafees 3ifFarss AR e
Translation: During monsoons, when lightning flashes in the sky, nitric oxide is formed by the combination
0 in the air.
Output of Srno dependent dependency relation head Srno dependent dependency relation head
Dependency 4  grg@reard obl 5 9 3T cc10
parser: o .
2 3RIALY advmod 5 10 3iffFgsterar conj8
3  SegT  advmod 5 11 TIET obj12
4 & obl 5 12 g3« conj5
5  THEI root 0 13 e amod14
6 e mark 5 14 3fETSS nsubj16
7 gddrer advmod 5 15 dIRX  compound:lvc 16
8  STICISeT nsubj 12 16 & conjs
Question T Sl AT greg e
generated o .
IIaHTSATd IMTHRTALY Segl AT THSd degl gddid ATIeISI 0T JfFasradar F99T g5 —
—————————————— 3FuTEs TAR g
Translation: lightning flashes in the sky during monsoons, nitrogen and oxygen in the air combine to form --
----- oxides.
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4. Results

The AQG model is tested for 213 randomly selected
Marathi sentences from the sixth standard text book
of ‘SamanyaVidnyan’ (Science,) published by the
Maharashtra State Board, Maharashtra, India. The
selected science textbook, being a specialized
academic publication, adheres to a standardized and
formal linguistic framework. The language in
scientific texts is characterized by clarity, precision,
and a formal tone. These attributes are central to the
analysis. The 213 sentences selected for analysis
were randomly sampled from the entire spectrum of
content within the science textbook. This ensures a
diverse representation of syntactic structures relevant
to scientific discourse.

From these 213 sentences, a total of 2154

Table 6 Summary of the generated questions

questions were generated, out of which 800 are
context-based and 1354 are grammar-based
questions. The following table shows the number of
questions generated by the proposed AQG model. To
evaluate the performance of the system as a whole
and the accuracy of the generated questions, two
different strategies have been employed. In the first
strategy, context-based questions are evaluated with
BLEU; in the second strategy, manual evaluation is
performed by three evaluators. Table 6 offers a
concise summary detailing the distribution and types
of questions generated. It provides a quantitative
breakdown, specifying the number of questions
corresponding to each distinct type. This tabulated
presentation allows for a quick and insightful
understanding of the variety and abundance of
questions generated by the AQG engine.

Context-based Questions

Type of questions

No. of questions

Fill in the blanks 269
Factoid Questions 266
Define 29
Complete the sentence 52
What will happen if 24
Why (give reason) 57
True or False 93
Total context-based questions 800
Grammar-based gquestions

Punctuation questions 42
Arrange the words in correct order and write a meaningful sentence 213
Join the following two sentences using proper conjunctive word 53
Match the pairs 106
Write synonyms and antonyms 248
Rewrite the sentence using the correct form of inflection for the word in brackets 274
Write the root form and common form of the following word 274
Identify the verb/adverb/adjective in the following sentence 144
Total grammar-based questions 1354
Total questions 2154

It’s notable that the AQG engine excels at managing
complex sentences. The AQG engine consistently
generates questions accurately from these structures,
showcasing its proficiency in capturing nuanced
linguistic elements. The successful rendering of
complex sentence structures underscores the strength
and effectiveness of the AQG engine in handling
diverse linguistic challenges.

4.1Evaluation with BLEU

For evaluation and benchmarking, questions have
been compiled through evaluators. Here, the
evaluators were provided with the sentences, and
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they were expected to derive questions from those
sentences. The questions derived by the manual
evaluators were compared with the output of the
proposed AQG model to evaluate its accuracy and
efficiency. BLEU is a metric for comparing a human
translation of the text with machine translations [53].
Generally, the BLEU score is used to rate machine
translations; however, it can be used for the AQG
model to rate the syntactical structure of the
generated factoids. Table 7 illustrates two sample
questions generated by the AQG model, two
reference questions formulated by the evaluator, and
their BLEU score. The evaluation of the AQG
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model's performance was conducted using a dataset
consisting of 574 'wh' questions. For each question,
the AQG model-generated question was compared
against the human-formulated question extracted
from the same set of sentences. The BLEU score was
employed as the evaluation metric, measuring the
degree of overlap between the AQG model-generated
and human-created questions. Notably, the obtained

Table 7 Sample sentence BLEU score evaluation

BLEU score from this comparative analysis was
recorded as 90.37, indicating a high level of linguistic
similarity between the two question sets. The Table 8
presents the BLEU scores for 1-gram, 2-gram, 3-
gram, and 4-gram evaluations from three evaluators.
The graph in Figure 8 shows a comparison of the
BLEU scores among the evaluators' assessments of
‘wh’ questions.

Reference question

Generated question

BLEU score

59.694918

9. GIdeATH Tgcirar 3TN &l shell STl ?
Translation: Question. Why is binomial method
used?

Transliteration: Prasna.
dhaticaupayogaka kelajato?

Dvinamapad'

9o, GiaeATH I 3G &I Fell AT ?
Translation: Question. Why is binomial method
adopted?

Transliteration: Prasna.

qUIIUT ST ST SATer?

Translation: When ‘continental’ solar eclipse
occurs, the Sun is not completely covered by whom?
Transliteration: ‘Khandagrasa’ siryagrahana hote
tévha sirya bimba konamuleé purnapané jhakale
jata nahi?

SicgT gF fod9 Fonae qoiqor sieher Sita gy 62014240

Translation: A ‘continental' solar eclipse occurs
when the Sun is not completely covered by whom?
Transliteration:Jévha stryabimba konamulé
purnapané jhakale jata nahi tévha ‘khandagrasa’
stiryagrahana hote?

Table 8 BLEU evaluation score of AQG model for ‘wh’ questions

Evaluator 1-gram 2-gram 3-gram 4-gram
Evaluator 1 94.04 92.84 91.85 90.87
Evaluator2 93.86 92.61 91.40 90.31
Evaluator3 93.72 92.39 91.10 89.94
Average BLEU Score 93.87 92.61 91.45 90.37
BLEU score comparison
91
2 [90.5
S| 90
L
-
m |89.5
89
1 2 3

Figure 8 BLEU score comparison

The scores are relatively close to each other,
indicating a degree of agreement among the
evaluators in terms of their assessment of the
generated question's quality. Variance of the BLEU
Score for the generated set of questions is expressed
in Equation 1.

Variance 0% = %Zlivzl(xi - %)? 1)
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Where,

N : number of questions in the dataset

x; 1 BLEU Score for the i*" question in the dataset.

X : mean BLEU Score for all generated questions in
the dataset.

The calculated variance of 0.04 in combination with
the upper confidence interval of 0.94 and the lower
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confidence interval of 0.91 provides valuable insights
into the consistency and precision of the AQG
process. The relatively small variance indicates a
moderate degree of variability in the BLEU scores,
while the narrow confidence interval suggests a high
level of confidence in the accuracy of the AQG. This
precision is crucial in assessing the reliability of the
AQG model, and the confidence intervals provide a
robust range within which the true question
generation quality is likely to fall. The analysis
implies a stable and dependable AQG performance,
encouraging confidence in the overall quality of the
generated questions.

4.2Manual evaluation

The evaluation of the proposed methodology in this
research work is performed by human evaluators.
The evaluators are primary school teachers with
preliminary knowledge of different types of
questions. The questions of type ‘wh’ questions,
‘define’, ‘complete the sentence’, ‘what will happen
if’, and ‘give reasons’ are rated using below
mentioned scoring scale with parameters viz. fluency,
adequacy and answerability.

Fluency: Read the generated question and assign 0 to
1 points to the grammatical correctness of the
question. If the question is correct, then assign 1; if it
is partially correct, then assign 0.5; and assign 0 if it
is incorrect.

Adequacy: Here also, the evaluator has to assign 0 to
1 points depending on the meaning of the question.
Whether the generated question is meaningful (1),
partially meaningful (0.5), or meaningless (1).
Answerability: The assessor must determine whether
or not the question's answer fits within the context of
the input sentence. He or she must assign a score of 0
for the answer being out of context, 0.5 for the
answer being partially in context, and 1 for the
answer being entirely in the context of the input
statement.

The °fill in the blanks’ questions have the same
sentence structure as the input sentence. Therefore, to
evaluate the ‘fill in the blanks’ questions, the
following three metrics are used: impact on overall
understanding, completeness, and specificity.

Impact on overall understanding: Some questions
may have a greater impact on overall comprehension
or understanding of a subject. These questions may
focus on critical concepts or relationships that
significantly contribute to the overall learning
outcomes. Such questions can be seen as more
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important. The evaluator has to assign 0 for the
question having no impact on overall understanding
of the topic, 0.5 for the question having a partial
impact on overall understanding of the topic, and 1
for the question having a greater impact on overall
understanding of the topic.

Completeness: The question should provide all the
necessary information required to fill the blank
accurately. It should not suppress important details
that are essential to arriving at the right answer. If the
information given in question is incomplete, then the
evaluator has to assign 0. If it is partial, then assign
0.5, and if the information is complete to detect the
correct answer, then assign 1.

Specificity: The question should be precise and
focused, directing the learner towards the desired
answer. It should avoid broad or general statements
that could lead to multiple possible answers. If the
generated question is precise and focused, then the
evaluator has to assign 1; if the question is not
precise and results in multiple answers, then assign 0,
and assign 0.5 for the questions that are partially
focused. Accuracy of the generated questions is
expressed in Equation 2.

— 22\1:1Wi-qi
Accuracy= N (2)
W, = [W1, W, Ws]
w; =10,0.5,1]

Qi =[Qo, Q1, Q2]

Q, : Number of questions having score 0

Q1. Number of questions having score 0.5

Q,: Number of questions having score 1

N: Total number of questions generated by the AQG
engine

Here Qo is the number of questions having score 0 are
used to penalize the AQG engine for incorrect
accuracy.

The accuracy of the generated questions with respect

to fluency is presented as follows:
[(0.5xQ1)+(1xQ7)
(N + Qo)

The results of the AQG engine for the factoid
questions for fluency, adequacy, and answerability by
each evaluator are shown in Table 9, and the
evaluation of the “fill in the blanks’ questions on the
basis of ‘impact on overall understanding,
completeness, and specificity is shown in Table 10.
The evaluation of grammar-based questions based on
accuracy and difficulty level is presented in Table 11.
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Table 9 Results of AQG model for ‘wh’ questions

‘Wh’ Questions Fluency (%) Adequacy (%) Answerability (%)
Evaluator 1 74 74 83

Evaluator 2 71 72 80

Evaluator 3 74 75 79

Accuracy 73 73.66 80.66

Table 10 Results of AQG model for ‘fill in the blanks’ questions

Fill in the blanks Impact on overall Completeness (%) Specificity (%)
Questions understanding (%)

Evaluator 1 99 98 92

Evaluator 2 98 97 92

Evaluator 3 97 97 91

Accuracy 98 97.33 91.66

Table 11 Results of AQG model for true/false questions

True/false Questions Impact on overall Completeness (%6) Specificity (%)
understanding (%0)

Evaluator 1 67 72 67

Evaluator 2 68 71 66

Evaluator 3 67 72 66

Accuracy 67.33 71.66 66.33

The grammar-based questions are evaluated on the
basis of accuracy and the difficulty level metric.

Accuracy of question: If the provided options for the
grammar-based question are completely correct, then
the evaluator has to assign 1, partially correct, assign
0.5, or incorrect, then assign 0. Difficulty level of the
question: In order to evaluate the grammar-based
questions for difficulty level, there is a need to assign

Table 12 Results of AQG model for grammar-based questions

the class level first. Means for which grade students
the question’s difficulty level is checked. So here, the
evaluators are going to evaluate the difficulty level of
the questions for the sixth-grade students. It is 1 for
very difficult questions, 0.5 for medium-difficult
questions, and O for easy questions. Table 12 shows
the results of the evaluations of the grammar-based
questions.

Grammar based questions Accuracy of the questions (%) Difficulty level (%)
Evaluator 1 91 90

Evaluator 2 92 93

Evaluator 3 91.25 91.40

Accuracy 91.41 91.46

Grammar-based questions were generated with an
impressive accuracy of 91 percent. This notable level
of accuracy proves to the effectiveness of the
approach used in formulating questions that strictly
adhere to grammatical rules and structures. The 90
percent accuracy rate reflects the high quality and
precision of the generated questions, rendering them
suitable for a wide range of educational and
evaluative purposes. The following Figure 9 shows
the comparative results of the context-based
descriptive questions. The average accuracy of all
three evaluators in assessing the ‘wh’ questions is
76%. This indicates a reasonably high level of
accuracy in their evaluations, suggesting that they
largely agree on the fluency, adequacy, and
answerability of the questions under consideration.
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When comparing our work, a notable distinction
emerges. Das et. al. [33] have primarily focused on
generating ‘wh’ questions using NP and VP. In
contrast, the proposed approach extends beyond ‘wh’
questions; the proposed model successfully generated
‘wh’ questions, 'true or false' questions, and
grammar-based questions. Wijanarko et al. [26]
constructed questions by combining Bloom's verbs
with key phrases while, in the current work, a
different approach is followed by initially generating
questions, and subsequently, through the utilization
of predefined rules, assigned a Bloom's level to each
question based on the question word. This method
provides a unique perspective on question generation
and Bloom's taxonomy integration.
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Context based Questions Evaluation
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Figure 9 Comparative evaluation results of the context-based questions

5. Discussion

Moving on to the interpretation of our findings, the
proposed novel question generation approach
demonstrates a distinctive feature that sets it apart
from conventional methods. In this study, a
pioneering approach to AQG that traverses the entire
NLP pipeline is presented, covering multiple levels
of linguistic analysis. Unlike traditional approaches
that merely generate a question into a single
equivalent, the proposed methodology goes beyond,
generating a diverse set of interrogations for the same
sentence. The proposed methodology generates a
diverse set of context-based and grammar-based
questions including 9 types of context-based
questions. Among these, the ‘wh’ questions were
generated utilizing 42 different question words.

In exploring the outcomes of the AQG approach, a
standout feature emerges: the ability to generate more
than one 'true-false' questions from a single input
sentence. The generation of multiple ‘true-false'
questions from a single source sentence holds
particular significance in scenarios where the teacher
or the instructor want to test the learners surface-level
understanding during teaching. This nuanced
approach enriches the generated questions, capturing
a range of linguistic possibilities and offering a more
nuanced representation of the input text.

Overview of key findings:

Mentioned results showcase the effectiveness of this
novel approach, both through human evaluation and
automatic metrics, specifically the BLEU score. The
dual evaluation methodologies consistently yielded
favorable outcomes, indicating the robustness and
quality of the generated questions. During human
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evaluation, participants consistently recognized and
appreciated the diversity of questions generated by
the AQG engine. The use of BLEU scores in
automatic evaluation further validates the efficacy of
the proposed approach. The high scores obtained
suggest a close alignment between the generated ‘wh’
question and human references, reinforcing the
accuracy and fluency achieved by the AQG engine.

In conclusion, proposed novel question generation
approach, offering a diverse set of questions,
represents a significant advancement in the field. The
positive outcomes from both human and automatic
evaluations  underscore  the  robustness and
effectiveness of the proposed approach. This
approach not only contributes to the richness of
generated questions but also holds promise for
applications requiring a more nuanced understanding
of language shades.

5.1Comparative analysis with existing systems
Reported AQG engine excels at generating questions
for a diverse set of linguistic elements, encompassing
19 different types of context-based and grammar-
based questions. This extensive coverage ensures a
refined and varied output. In contrast, Das et al. have
employed a similar rule-based approach, but it is
limited to generating only ‘who’, ‘what’, ‘whose’,
‘how much’, ‘how many’, ‘whom’, ‘where’, and
‘when’ questions [12]. While both systems share a
common approach, the difference in linguistic
coverage becomes evident when considering the
broader scope of reported AQG engine.

However, the AQG engine can generate more types
of questions compared to the system of Das et al.,
which handles only simple and complex sentences.
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However, the reported AQG engine can tackle
compound sentences too. This makes the AQG
engine more versatile and effective, especially when
dealing with a variety of sentence structures. It's
important to note that these comparisons are based on
different datasets. Table 13 provides a comparative

analysis between the AQG engine and various other
related works in terms of the types of questions
generated [12]. It showcases the diversity and
characteristics of questions produced by both entities,
offering insights into their respective question-
generation capabilities.

Table 13 Comparison of Question Types Generated by AQG engine and Das et al. system

Reported work

Types of questions generated

Approach used

Das et al. system [12]

Who, what, whose, how much, how many, whom, Rule-based

where, when.
Gaspar, Grubigi¢, and Sarié-Grgi¢  who, what, where, when, why and how Rule-based
[43]
QOurs Context-based questions: How many, how, what, who, Rule-based

whom, define, when, why, what will happen if, what is
the result of, where, complete the sentence etc.

True or false
Fill in the blanks

Grammar-based question.

5.2Limitations

The proposed model generates some incorrect
questions; the reasons behind these incorrect
questions are listed below.

Shallow parser challenges in detecting the phrasal
border

While proposed question generation approach
exhibits notable strengths in generating diverse
questions, it is essential to acknowledge a limitation
tied to the performance of the shallow parser. In
some instances, the shallow parser faces challenges
in accurately detecting the correct entire phrase from
the input text. This limitation can impact the fluency
of the generated question, particularly when dealing
with incomplete phrases.

When the shallow parser fails to capture the entirety
of a phrase in the input text, it can result in
incomplete questions, affecting the overall fluency of
the question. The AQG engine's reliance on the
parser for syntactic analysis means that inaccuracies
in phrase identification may propagate into the
generated question.

Example Sentence: SISTHREAT HleT HAHEY o
S/ ST FTo[d el 31

Phrase detected: ShIgI HBIHEY

Translation: In some fruits

Intended Phrase: SIS[IREAT HTEl HAHEY
Translation: In some fruits like cashew nuts
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Actual Question generated by the AQG engine
(Impacted by Shallow Parser Limitation):

URE.  HISHNEAT HIAALT & Uy ared=ar

STSTH 3Telel 378d?

Translation:  Question. What kind of nut like
cashew has the seed slightly outwards?

Intended question: 9. HITHLY & A=A

STe{edT STd Telel 31d?

Translation: Question. In which case the seed is
slightly protruding?

Linguistic Issue: Inaccurate negation of auxiliary
verbs in ‘True/False’ questions.

Auxiliary verbs play a crucial role in indicating
various grammatical aspects, including tense and
mood. The negation of these verbs requires a nuanced
understanding of the semantic context. In the

example of 'grar (was) the intended negation, such as

‘qegar(was not) and 'gra ATel (does not happen)
convey specific negations that may not always be

accurately captured by the current model. The
following Table 14 shows an example sentence from
which the AQG engine can generate different types
of questions and also shows Bloom’s level for each
question.

A complete list of abbreviations is summarized in
Appendix I.
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Input sentence and the questions generated by the AQG engine and mapping with Bloom’s taxonomy

Input Sentence Translation Transliteration
Ay RJar Afvfigigg Stmané ticya maitrint sobata  Seema quickly painted a beautiful picture with her friend.
. . sundara  citra  patakana
X T geshe Trfael. rangavile.
Questions Transliteration Translation Bloom’s Taxonomy Levels
god. @Il garaardier  Prasna.  Khalila vakyatila  Question. Arrange the words  Level 4 Analysis

AT AT FHA 14T

ARviaEa [T geda
A=

sabdaiica yogya karma lava.

Rangaviléticyasundaramaitri
nisdbatacitrapatakanasimané

in the following sentence in
the correct order.

painted her beautiful with
friend Seema picture quickly
a

e, faegrdft oreg forgr  prasna Question. Write the opposite  Level 2 Comprehension
. Virud'dharthisabdaliha words
ol -sundara - Beautiful
god. AT e folgr  prasna. Samanarthisabdaliha
. -sundara Question. Write the
ik} synonyms
- Beautiful
W9sT. SNEaAT STosdr Prasna. Jodya julava Question. Match the pairs Level 4 Analysis
T2 nama rangavile Name  painted
ot @A sarvanama sundara  Pronoun beautiful
YT gex visésana citra Adjective picture
9 fo— e . -
\ kriyavisesana ticya Adverb  her
fa2 BEl kriyapadapatakana verb quickly
[ERUCREE Gl
[ERISE qeehel
go. o Afuieg  Prasna. Question.  Who  quickly Level1

X T geaha Frfder?

weed. Afolieed g
ICERR [ | Fofy

Konimaitrinisobatasundaraci
trapatakanarangavile?

Prasna. Maitrinisobata
sundara citra patakana koni
rangavile?

painted a beautiful picture
with a girlfriend?

Remembering

Qrfder?
go. WHE FomEeg Prasna. Siman€ kona sobata  Question. With whom Seema  Level 1

. . sundara citra rangavile? painted a beautiful picture? Remembering
Hex o e

Input Sentence

Transliteration

Translation

t{zaﬁataﬁna?wsﬂ

Prthvivara vatavarana jara

If there was no atmosphere on Earth, the sky would appear

nasatg, tara akasa divasa kale  black during the day.
FHA, A HH feT disal€ asaté
FlS feder 3rdd.
Questions Transliteration Translation Bloom’s Taxonomy Levels
99T, 3MTRIAr feadr o> Prasna. Akasa divasa kale When was the sky black Level 1Knowledge
keévha disalé asate? during the day?
ahegl el 3rEd?

92sT. AT CIGICEG)
SR A8d, dX 3T
Raar F1a O A9a?

Prasna. Kasyavara
vatavarana jara nasaté, tara
akasa divasa kale disalé
nasatg?

Q. Where if there was no
atmosphere, the sky would
not appear black during the
day?

Level 1Knowledge
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Input sentence and the questions generated by the AQG engine and mapping with Bloom’s taxonomy

Input Sentence

Translation

Transliteration

URA. Wrellel dTFd Tgeh
fF e a fogr. a=
A 3T d IR
F&T TorgT.

?)gedlay  aIdTaReT SR
3d, X e feaar
Fles feder 3.

) gL Ao SR

Prasna. Khalila vakya cuka
ki bardbara t& liha. Vakya
cukicé asalyasa té barObara
kartina liha.

1)Prthvivara vatavarana jara
asat€, tara akasa divasa kale
disalg asaté.

2) Prthvivara vatavarana jara
nasatg, tara akasa divasa kale
disal€ nasatg.

Question. Write the
following sentences true or
false. Correct the sentence if
it is wrong.

1) If the earth had an
atmosphere, then the sky
would have appeared black
during the day.

2) If there was no
atmosphere on Earth, the sky
would not appear black
during the day.

Level 1 Knowledge

Jq9d, X 3meerer fgar
Fld TN .

6. Conclusion and future work

The AQG methodology proposed in this paper
demonstrates a comprehensive approach for AQG
through various stages of the NLP pipeline. This
paper introduced an end-to-end framework that
effectively processes a sentence and generates both
context- and grammar-based questions as outputs.
Using this approach, the successful generation of ten
different types of context-based questions and nine
types of grammar-based questions, spanning Bloom's
cognitive levels 1 through 4, has been achieved. The
AQG model generated a total of 2154 questions from
213 sentences, showcasing its capability to produce a
diverse range of meaningful inquiries. The
performance of the proposed AQG methodology has
been evaluated using the BLEU score and manual
evaluation on a corpus selected from the sixth
standard science textbook prescribed by the
Maharashtra State Board, India. The BLEU score for
the ‘wh’ questions is 90.37. Manual evaluations
through three levels of metrics—adequacy, fluency,
and answerability—yielded accuracies of 73% for
fluency, 74% for adequacy, and 81% for
answerability. The 'fill in the blanks', 'true or false’,
and other grammar-based questions were evaluated
using metrics such as ‘impact on overall
understanding’, ‘completeness', and 'specificity’. The
fill in the blanks' questions achieved an accuracy of
98% for 'impact on overall understanding’, 97.33%
for ‘completeness’, and 91.66% for ‘specificity".
Grammar-based questions were generated with an
impressive accuracy of 91%.

Future research will focus on refining context-based
question generation. The integration of NER with
shallow parsing is seen as a promising development,
signaling a significant advance in precision. By
leveraging the strengths of both techniques, our goal
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is to enhance accuracy in NLP applications further.
We also plan to expand the AQG model to generate
questions at Bloom’s levels 5 and 6 for paragraph-
level texts.
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24 NQA Natural Questions

25 nsubj Nominal Subject

26 obl Oblique Nominal
Pre-Training With Extracted Gap-

27 PEGASUS Sentences for Abstractive
Summarization

28 POS Parts of Speech

29 RNN Recurrent Neural Network

30 ROBERTa Robus_tly optimized BERT
pretraining approach

31 ROUGE A_ RecaII-Orier_\ted Understudy for
Gisting Evaluation
Stanford Question Answering

% SQUAD Dataset

33 SRL Semantic Role Labeling

34 ™mT Trigrams’n’Tags
While Textbook Question Answering

3% TOA-A With Answer

36 UML Unified Modeling Language

37 VP Verb Phrase

38 XML Extensible Markup Language

39 WSD Word Sense Disambiguation

Appendix |

S.No. Abbreviation  Description

1 ADJP Adjective Phrase

2 ALBERT A lite BERT

3 AQG Automatic Question Generation

4 BART Bidirectional and Auto-Regressive
Transformers
Bidirectional Encoder

5 BERT Representations From Transformers

6 BLEU Bilingual Evaluation Understudy

7 CNN Convolutional Neural Network

8 CQG Controlled Question Generation
Decoding-enhanced BERT  with

9 DEBERTa Disentangled Attention

10 DistilBERT A Distilled Version of BERT

11 ELI5 Explain like I'm Five

12 GNN Graph Neural Network

13 GPT Generative Pre-trained Transformer

14 Graph2Seq Graph-to-Sequence

15 HotpotQA Hotpot Question Answering

16 KG Knowledge Graph

17 LDA Latent Dirichlet Allocation
Microsoft Machine Reading

18 MS MARCO Comprehension

19 NER Named Entity Recognition

20 NLI Natural Language Inference

21 NLP Natural Language Processing

22 NLTK Natural Language Toolkit

23 NP Noun Phrase
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