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1.Introduction 
The ever-accelerating digital revolution has 

engendered a torrential deluge of data that has, in 

turn, ushered in the era of big data [1, 2]. This 

exponential growth in data generation, largely 

facilitated by advances in technology and the 

proliferation of digital platforms, has unleashed a 

cascade of opportunities and challenges [3]. Amidst 

this torrent of data, the process of extracting 

meaningful insights and valuable information has 

become a critical undertaking. At the forefront of this 

endeavor is the field of clustering, a pivotal element 

of data analysis that enables the discovery of 

underlying structures, patterns, and relationships 

within vast datasets [4–7]. 

 

Clustering, as a subdomain of unsupervised machine 

learning, entails the grouping of data points into 

clusters or categories based on shared characteristics, 

thereby allowing for the exploration of latent patterns 

and the identification of homogeneous subsets within 

the data [8–10]. This fundamental process has found 

applications across diverse domains, including but 

not limited to marketing, healthcare, finance, and 

scientific research [11, 12]. Its importance has been 

further accentuated with the advent of big data, where 

traditional data processing techniques prove 

inadequate in the face of sheer volume, velocity, and 

variety [13–17].  
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In recent years, the field of big data clustering has 

witnessed a surge in research and innovation [18–20]. 

Researchers and data scientists have been diligently 

developing novel clustering algorithms and 

approaches tailored to the unique challenges posed by 

vast and complex datasets. The motivation behind 

this review is rooted in the intrinsic value of 

clustering within the big data landscape. Clustering 

not only enables data reduction and pattern discovery 

but also underpins essential tasks such as anomaly 

detection, recommendation systems, and more [19–

21]. 

 

The motivation for this comprehensive review of big 

data clustering stems from three key factors: the 

burgeoning volume and diversity of data, the wide-

ranging applications across industries, and the 

ongoing evolution of clustering algorithms. As data-

driven strategies become essential, understanding the 

latest clustering developments is crucial. The 

objective of this review paper is to comprehensively 

examine and synthesize the advancements, 

methodologies, contributions, and limitations in the 

field of big data clustering. By analyzing the notable 

contributions of various research endeavors, we aim 

to shed light on the state of the art, emerging trends, 

and challenges within this dynamic domain. The 

primary objective of this review paper is threefold: to 

explore, assess, and synthesize the state of the art in 

big data clustering. Our review entails exploring 

influential big data clustering research, critically 
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assessing strengths and limitations, and synthesizing 

findings to identify trends, themes, and practical 

applications across domains. Figure 1 explores the 

big data clustering valuable utility. 

 

This paper is structured as follows: In Section 2, we 

provide a summary of key clustering algorithms and 

their applications across various domains. Section 3 

covers the discussion of advantages and limitations 

found in the reviewed papers. Finally, in Section 4, 

we emphasize the significance of addressing these 

limitations in the context of big data clustering and 

discuss the paper's contribution and concluded it. 

 

 
Figure 1 Big data clustering utility 

 

2.Literature review 
In this section related work has been discussed 

considering the method, results, advantages, and 

limitations. 

 

In 2021, Du et al. [22] introduced the random sample 

partition-based clustering ensemble (RSP-CE) 

algorithm for big data clustering. It involves 

generating base clustering results on data blocks, 

harmonizing results with MMD criterion, and 

refining the clustering outcome. RSP data blocks 

ensure consistent distributions, yielding superior 

results and faster training times. 

 

In 2021, Li et al. [23] addressed the need for 

advanced power applications in smart grids by 

introducing a curve-mean clustering algorithm for 

load big data. This algorithm improves data analysis 

accuracy and cluster selection by leveraging the low-

rank property of load data, singular value calculation, 

and experimentation, enhancing smart grid data 

quality and analysis capabilities. 

 

In 2021, Wang [24] focused on the application of 

data mining in education big data. The study 

highlighted the growing importance of data mining 

technology in education but noted existing 

deficiencies. Wang proposed an optimization scheme 

that enhanced data normalization, clustering, and 

prediction accuracy, achieving a 99.2% improvement 

in prediction accuracy compared to traditional 

methods. The research emphasizes the future role of 

data mining in education management. 

 

In 2021, Shanshan and Zhiqiang [25] studied 

complex network-based statistical analysis in the 

context of big data and artificial intelligence. They 

developed clustering algorithms to reveal real 

network cluster structures, aiding in various 

applications. 

 

In 2022, Shi et al. [26] introduced a big data 

classification algorithm for e-commerce using 

artificial intelligence. It enhances efficiency and 

reduces redundancy, utilizing the fast Spark 
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architecture and vertical sequence control based on 

data jurisdiction. The algorithm demonstrated high 

accuracy and efficiency in classifying tourism e-

commerce data. 

 

In 2022, Deng and Hu [27] addressed data anomalies 

in emergency rescue operations. They introduced a 

new methodology, De-duplicated Record for 

Similarity (DDRfS), which combines Fuzzy C-means 

Clustering Algorithm and Levenshtein Distance 

Method to enhance fuzzy search accuracy. Their tests 

showed improved matching accuracy in data 

partitioning. 

 

In 2022, Xing et al. [28] addressed error checking in 

large-volume heterogeneous power big data. They 

introduced a K-Means clustering-based error 

calibration method, enhanced by the particle swarm 

optimization (PSO) algorithm. This approach 

effectively reduced errors, improving data credibility 

in power big data management. 

 

In 2022, Gupta and Jain [29] discussed the growth of 

big data and the use of distributed analytics 

platforms. They addressed real-time streaming 

analytics and the challenges of accessing interim 

results in external memory within the context of 

Apache Spark. Their paper proposed an optimized 

data storage and retrieval pattern for external storage 

using standard tools, with an emphasis on practical 

production deployment. 

 

In 2023, Mahmud et al. [30] tackled the challenge of 

clustering large distributed datasets. They introduced 

a distributed computing framework using multiple 

random samples to compute an ensemble result, 

managed in the data model. Component clustering 

results were integrated using two novel methods. 

Experimental results demonstrated the superior 

performance of their ensemble clustering methods in 

terms of efficiency and scalability. 

 

In 2023, Wei [31] focused on spectral clustering's 

significance in data mining, particularly for big data. 

He emphasized the need to enhance spectral 

clustering's computational efficiency for large-scale 

datasets, with the growing challenge of handling 

terabytes or petabytes of data. Wei explored 

optimization through sampling and distributed 

parallelization using frameworks like MapReduce 

and Spark to achieve improved clustering outcomes 

and greater efficiency in big data analysis. 

 

In 2023, Wang [32] focused on using big data 

technology to address elevator safety concerns. They 

studied data mining techniques to analyze elevator-

related feature information, aiming to predict typical 

elevator faults and enhance elevator fault prediction 

services in China. 

 

The reviewed papers cover diverse aspects of big 

data clustering, addressing its applications in various 

domains and proposing innovative algorithms and 

methodologies. These contributions significantly 

enhance data analysis, efficiency, and the quality of 

insights, supporting data-driven decision-making 

across industries.  

 

3.Discussion and analysis 
Several papers presented various advantages in the 

field of big data clustering. The RSP-CE Algorithm 

(Du et al. [22]) introduces the benefits of consistent 

distributions achieved through RSP data blocks, 

leading to superior clustering outcomes. The Curve-

Mean Clustering Algorithm (Li et al. [23]) enhances 

data analysis accuracy, making it crucial for 

advanced power applications in smart grids. 

Additionally, it improves cluster selection by 

leveraging the low-rank property of load data and 

singular value calculations. 

 

In the realm of education data mining, Wang [24] 

brings substantial advantages, achieving exceptional 

prediction accuracy improvements of up to 99.2% 

compared to traditional methods. This not only 

emphasizes the significance of data mining in 

education but also addresses existing deficiencies, 

highlighting its potential for enhancing education 

management. 

 

Shanshan and Zhiqiang [25] delve into complex 

network-based statistical analysis, revealing real 

network cluster structures. This valuable insight has 

applications across various domains in big data and 

artificial intelligence. Furthermore, Shi et al. [26] 

introduce a big data classification algorithm for e-

commerce that offers high accuracy and efficiency, 

contributing to effective data classification in this 

domain. 

 

Deng and Hu [27] bring an advantage to emergency 

rescue operations with the DDRfS methodology, 

which enhances fuzzy search accuracy, leading to 

improved matching accuracy in data partitioning. 

This is particularly valuable in time-sensitive and 

critical situations. On the other hand, Xing et al. [28] 

address error checking in power big data with a K-
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Means clustering-based error calibration method. 

Supported by the PSO algorithm, this method 

effectively reduces errors, enhancing data credibility 

in this important domain. 

 

Gupta and Jain [29] focus on distributed analytics 

platforms, optimizing data storage and retrieval for 

real-time streaming analytics. Their practical 

production deployment emphasis ensures that the 

proposed solutions can be applied effectively in real-

world scenarios. Mahmud et al. [30] introduce 

ensemble clustering methods that demonstrate 

superior efficiency and scalability, especially 

beneficial when clustering large distributed datasets. 

 

In the context of spectral clustering, Wei [31] 

addresses the importance of improving computational 

efficiency for large-scale datasets. This enhancement 

in spectral clustering's computational efficiency 

offers improved clustering outcomes, which are 

essential for efficient big data analysis. Finally, Wang 

[32] employs data mining techniques to enhance 

elevator safety by predicting typical elevator faults. 

This contribution is significant in improving elevator 

safety and fault prediction services in China. 

 

The limitations across these reviewed papers are 

diverse. Common challenges include potential 

scalability issues when dealing with extremely large 

datasets, generalization limitations of proposed 

algorithms to various domains, and the need for 

rigorous testing in real-world scenarios to validate 

their effectiveness. Some papers lack in-depth 

discussions of potential drawbacks, and others may 

face challenges related to computational resources 

required for their methods. Additionally, the 

transferability of findings between different data 

types and contexts may be a limitation. It's crucial to 

recognize these constraints to inform future research 

and refine the practical implementation of big data 

clustering techniques. 

 

4.Conclusion 
The evolving landscape of big data clustering 

presents a multitude of opportunities and challenges. 

This comprehensive review emphasizes the growing 

importance of clustering in the context of vast and 

complex datasets. It highlights the advantages 

introduced by innovative clustering algorithms across 

various domains and emphasizes the necessity of 

addressing potential limitations, such as scalability 

and generalization issues. As big data continues to 

shape diverse industries, a deeper understanding of 

the latest developments and their impact is crucial. 

This review serves as a valuable resource for 

researchers, data scientists, and professionals seeking 

to harness the potential of big data clustering in their 

respective domains. 
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